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How do exchange rates affect the Big One?  
An empirical analysis of the effect of exchange rates on RCEP exports using the gravity model

Jose Adlai M. Tancangco*
Ateneo de Manila University
and Bangko Sentral ng Pilipinas

The often disparate and conflicting effects of exchange rate on bilateral exports reported by previous literature necessitate a further study of the relationship between monetary and trade variables. This study contributes to the stream of literature by analyzing monetary variables such as exchange rate volatility, exchange rate misalignment, exchange rate regimes, and real effective exchange rates with bilateral aggregate exports through a sample of 15 nations comprising the Regional Comprehensive Economic Partnership (RCEP) region for the years 1996 to 2017 using Ordinary Least Squares and Poisson Pseudo-Maximum Likelihood panel fixed effects regression. Results indicate that a country’s real effective exchange rate ratio and the exchange rate volatility for countries under a floating exchange rate regime reduce aggregate exports.

JEL classification: E52, F31, F15
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1. Introduction

International trade plays an important role in a country’s development. World trade accounted for around 60 percent of the global economy or more than one half of the Gross Domestic Product (GDP) in 2019, indicating a rapid increase of trade activities for goods and services across the globe (Figure 1). As the world tries to recover from the pandemic and shift to the new normal, international trade will continue to play a strong role in the economy and a country’s growth. This growing share of trade in world GDP can be attributed to developments in trade policy such as the establishment of the World Trade Organization (WTO) in 1994, establishment of preferential trade agreements (PTAs) among countries and free trade agreements (FTAs).

* Address all correspondence to jose.tancangco@obf.ateneo.edu.
Given this relationship, several studies have theorized and observed how trade contributes to economic development such as Andersen and Babula [2008] and Keho [2017]. Both studies have observed that there is a strong complementary relationship between a country’s total trade and capital formation and economic growth. Increase of trade through exports has allowed domestic businesses and firms to expand their respective markets. Tan et al. [2019] also explained that exports are considered an important engine of growth and development as it enables the exporting country to benefit from technological spillovers, increased specialization, and positive externalities. This is especially evident in countries in the East Asia and Pacific region where there is a positive relationship between exports and GDP growth (Figure 2).

An important factor that affects the level of trade of countries is the exchange rate. This is because the market prices of traded goods and services are governed by a country’s prevailing exchange rate. Given this, the exchange rate is one of the most important price indicators in an open economy.
For example, the price a domestic exporter gets paid for its exports is relative to the exchange rate between the domestic currency and the foreign buyer’s currency. If the current exchange rate is 1:1, then a unit of domestic currency is equal to a unit of a foreign currency. If 100 units of the exported good is worth one unit of the domestic currency, then the foreign buyer spends one unit of the foreign currency to purchase 100 units of the exported good. However, if the new exchange rate becomes 1:2, then a unit of the domestic currency is now equal to two units of the foreign currency.

The domestic currency appreciates because it can purchase more of the foreign currency. The foreign buyer can now only purchase half or 50 units of the exported good due to the domestic currency appreciating. This demonstrates how currency appreciation (depreciation) makes exports more expensive (cheaper).

Pomfret and Pontines [2013] point out that exchange rate policy can be considered a substitute for trade policy. A change in exchange rates is equivalent to a combination of changes in import taxes and export subsidies. In simpler terms, changes in exchange rates are tantamount to changes in trade transaction costs and risks that can affect the volume of exports for a country.

The relevance of exchange rate policies demonstrates the importance of identifying the significant exchange rate factors and policies that affect a country’s level of exports. Following Pomfret and Pontines [2013], exchange rate policies should be included in the arsenal of government trade instruments typically confined to WTO membership, PTA membership, tariff rates, quota restrictions, non-tariff measures (NTMs), and the like. The proliferation of preferential and regional trade agreements in recent decades underscores the importance of studying how exchange rate variables influence the trade dynamics specific to regional economic partnerships.

This issue is especially relevant in the case of the states under the Regional Comprehensive Economic Partnership (RCEP) where international production networks proliferate and governments in the region are perceived to influence their domestic currencies in order to drive their strategic plans. Examining the role of exchange rate policies would be relevant in assessing their effectiveness in inducing trade and growth in the region.

The RCEP region is composed of the following countries: Australia, Brunei Darussalam, Cambodia, People’s Republic of China, Indonesia, Japan, Lao People’s Democratic Republic, Malaysia, Myanmar, New Zealand, Philippines, Singapore, Republic of Korea, Thailand, and Vietnam. This aggregation is based on the RCEP, a trading agreement signed last November 15, 2020. As of 2020, RCEP parties contributed 30 percent of the world’s GDP [World Bank 2022b], 29 percent of the world’s population [World Bank 2022c], and 26 percent of the world’s total exports [World Bank 2022a]. This makes the region the largest free trade deal in the world at the present time making it “The Big One.”
This paper attempts to determine the relevant exchange rate variables, such as exchange rate volatility, misalignment, real effective exchange rates, and a floating exchange rate regime, that affect the level of RCEP exports through an augmented gravity model estimation. It is highly important to determine the effects of the said variables given that the actual effect of exchange rates on trade is still an open and controversial question due to the mixed theories and empirical results obtained by multiple studies [Nicita 2013]. Moreover, being the largest trading bloc in the world, it is important to determine what direction and by what magnitude exchange rate variables affect exports within the region.

2. Exchange rates and international trade

The following exchange rate variables to be discussed have been theorized and observed to affect the level of trade between countries in past empirical studies. This paper will incorporate the variables in the model along with some recommendations to properly determine the effect of exchange rates on trade in the RCEP region. Table 1 summarizes the different empirical studies found regarding the effect of exchange rates on trade.

2.1. Real Effective Exchange Rates (REER)

The REER is defined as the measure of the real value of a country’s currency against a basket of currencies of its trading partners, where an increase in the REER of a country implies currency appreciation [Darvas 2012]. Currency appreciation occurs when less of the domestic currency is needed to purchase a unit of a foreign currency. Benkovskis and Wörz [2013] explained that an increase in REER would generally reduce export competitiveness. Exports from the country whose currency has appreciated would cost more, making exports from other competing countries relatively cheaper. An empirical study by Tan et al. [2019] observed that an increase in REER significantly reduces exports.

2.2. Exchange rate misalignment

Exchange rate misalignment is defined as the difference between the observed exchange rate and an estimated equilibrium exchange rate [Nicita 2013]. This paper follows the approach of Rodrik [2008] wherein a higher level of misalignment yields an undervaluation of the domestic currency. More units of the domestic currency needed to purchase a unit of a foreign currency indicates currency undervaluation. An undervalued currency is expected to make exports competitive since it makes domestic exports cheaper for other countries to purchase, hence increasing export volume.
An empirical study by Nicita [2013] observed that exchange rate misalignment significantly affects trade. However, a recent study by Nasir and Jackson [2019] cautioned that misalignment is not the sole responsible factor in causing trade imbalances. Other factors such as exchange rate volatility should be analyzed in line with misalignment to determine its effect on trade.

2.3. Exchange rate volatility

Exchange rate volatility measures the level of fluctuations a country’s exchange rate undergoes over a period of time. Nicita [2013] argued that volatility reduces trade due to the presence of risks and transaction costs these fluctuations cause. However, the significant effects of a lower level of exchange rate volatility are indirect and “originate from long-term exchange rate commitments such as currency unions and pegged exchange rates rather than short-term exchange rate fluctuation” [Nicita 2013].

Similar to the recommendation by Nasir and Jackson [2019] on exchange rate misalignment, Clark et al. [2004] pointed out that the effects of exchange rate volatility on trade should be interacted with monetary policies such as currency unions and exchange rate regimes. This suggests, in theory, that monetary policies and exchange rate policies have to be analyzed jointly rather than individually. Separately, these policies may not significantly affect trade; however, evaluating these policies as a set or through interactions can better demonstrate their effect on trade.

Bahmani-Oskooee and Hegerty [2009] explained that exchange rate volatility can either be trade creating or trade reducing. It can increase trade if exporters and importers decide to increase their trade volumes in order to attain certain levels of income. Trade increases as exporters and importers increase the number of units purchased or sold in order to make up for the possible effects of exchange rate volatility, such as a decrease in the per-unit value of a good. Senadza and Diaba [2018] also posited that exchange rate volatility can increase trade as it encourages producers to increase production in an attempt to evade severe decreases in income.

De Grauwe [2005] also explains that exchange rate volatility allows firms to increase prices not just to compensate the risk of fluctuating rates but also as an opportunity for financial gain. With the expected profit of firms likely to increase given price increases due to higher exchange rate volatility, it is possible that production and exports will increase.

On the other hand, exchange rate volatility can also reduce the levels of trade if risk-averse buyers and sellers foresee losses due to fluctuations in the exchange rate. This leads buyers and sellers not to partake in any deal to trade [Bahmani-Oskooee and Hegerty 2009]. Naseem et al. [2009] further explains that volatility becomes a barrier for trade due to the uncertainties it brings about.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Methodology</th>
<th>Country</th>
<th>Period</th>
<th>Dependent Variable</th>
<th>Independent Variables</th>
<th>Controls</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi and Cheng [2016]</td>
<td>Autoregressive Distributed Lag (ARDL)</td>
<td>Australia</td>
<td>2000-2013 (quarterly)</td>
<td>Volume of Bilateral Exports</td>
<td>Exchange rate volatility</td>
<td>GDP, Bilateral exchange rate</td>
<td>Exchange rate volatility significantly affects the volume of bilateral exports in the long run for majority of trading partners. However, the effect varies per country-pair.</td>
</tr>
<tr>
<td>Hondroyiannis et al. [2008]</td>
<td>OLS, random-effects, fixed-effects, General Method of Moments, random coefficient estimation</td>
<td>12 countries3 4</td>
<td>1977-2003</td>
<td>World exports</td>
<td>Real exchange rate volatility</td>
<td>Exporter GDP, Relative prices of exporting country, real export earnings of exporting country</td>
<td>No statistically significant long-run relationship between Exchange Rate Volatility and Total Bilateral Trade.</td>
</tr>
</tbody>
</table>

1 Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan, and Sri Lanka.
2 China, Hong Kong, Indonesia, Japan, Korea, Malaysia, Philippines, Singapore, and Thailand.
3 Canada, France, Germany, Italy, Japan, United Kingdom, United States, Switzerland, Norway, Ireland, Spain, and Netherlands.
4 Quarterly data used.
### TABLE 1. Summary of previous empirical studies on exchange rates and international trade (continued)

<table>
<thead>
<tr>
<th>Paper</th>
<th>Methodology</th>
<th>Country</th>
<th>Period</th>
<th>Dependent Variable</th>
<th>Independent Variables</th>
<th>Controls</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pomfret and Pontines [2013]</td>
<td>Country-pair time fixed- and random-effects models for panel data</td>
<td>16 countries</td>
<td>1990-2010</td>
<td>Average bilateral trade</td>
<td>Rate of exchange rate depreciation, Exchange rate volatility, RTA<em>Rate of exchange rate depreciation, RTA</em>Exchange rate volatility</td>
<td>GDP product, GDP per capita product, Distance, Country Area Product, Common Land Border, Common Language, RTA</td>
<td>Rate of exchange rate depreciation and RTA<em>Rate of exchange rate depreciation significantly increase average bilateral trade; Exchange rate volatility and RTA</em>Exchange rate volatility significantly reduce average bilateral trade.</td>
</tr>
</tbody>
</table>

---

5 Burundi, Comoros, Congo, Dem Rep., Djibouti, Egypt, Eritrea, Ethiopia, Kenya, Libya, Madagascar, Malawi, Mauritius, Rwanda, Seychelles, Sudan, Swaziland, Uganda, Zambia, and Zimbabwe.

6 Brunei Darussalam, Cambodia, Hong Kong, China, Indonesia, Japan, Republic of Korea, Lao PDR, Macau, Malaysia, Mongolia, Myanmar, Philippines, Singapore, Thailand, and Vietnam.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Methodology</th>
<th>Country</th>
<th>Period</th>
<th>Dependent Variable</th>
<th>Independent Variables</th>
<th>Controls</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prajakschitt [2015]</td>
<td>Fixed-effects model for panel data</td>
<td>China and ASEAN 6 countries</td>
<td>2001-2013</td>
<td>Bilateral Imports</td>
<td>Exchange rate volatility</td>
<td>GDP product, Distance, China (Dummy)</td>
<td>No significant relationship between exchange rate and imports.</td>
</tr>
<tr>
<td>Santana-Gallego and Pérez-Rodríguez [2019]</td>
<td>High-Dimensional Fixed Effects and PPML model for panel data</td>
<td>191 countries</td>
<td>1970-2016</td>
<td>Bilateral exports</td>
<td>Exchange rate regimes, Presence of crises</td>
<td>RTA</td>
<td>Direct pegs and indirect pegs significantly increase exports</td>
</tr>
<tr>
<td>Satawatananon [2014]</td>
<td>Autoregressive Distributed Lag (ARDL)</td>
<td>Thailand and USA</td>
<td>1971-2012</td>
<td>Bilateral exports and imports</td>
<td>Real exchange rate, Real exchange rate volatility</td>
<td>Exporter GDP</td>
<td>Real exchange rate positively affect trade in the short-run for the clothing sector. Real exchange rate volatility reduces trade in the short-run for the textile sector. No significant effect on the clothing and textile sector in the long-run.</td>
</tr>
<tr>
<td>Senadza and Diaba [2017]</td>
<td>Autoregressive Distributed Lag (ARDL) [Pooled-Mean Group] model for panel data</td>
<td>11 countries</td>
<td>1993-2014</td>
<td>Real exports</td>
<td>Exchange rate volatility</td>
<td>Nominal exchange rate, GDP of exporter country, Inflation rate of exporter country, Real FDI</td>
<td>Exchange rate volatility significantly reduce real exports in the short-run; Exchange rate volatility significantly increase real exports in the long-run.</td>
</tr>
</tbody>
</table>

7 Indonesia, Malaysia, Philippines, Singapore, Thailand, and Vietnam.
8 All Harmonised Product (HS) codes were used. Regressions were performed per products code and using the aggregate.
9 Ghana, Gambia, Kenya, Madagascar, Mauritius, Mozambique, Nigeria, Sierra Leone, Tanzania, Uganda, and Zambia.
10 Brunei Darussalam, Cambodia, Indonesia, Malaysia, Philippines, Singapore, Thailand, and Vietnam.
### TABLE 1. Summary of previous empirical studies on exchange rates and international trade (continued)

<table>
<thead>
<tr>
<th>Paper</th>
<th>Methodology</th>
<th>Country</th>
<th>Period</th>
<th>Dependent Variable</th>
<th>Independent Variables</th>
<th>Controls</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tarasenko [2021]</td>
<td>Fixed-effects model for panel data</td>
<td>72 countries</td>
<td>2004-2018</td>
<td>Bilateral Exports of different products</td>
<td>Real exchange rate volatility</td>
<td>Real GDP, Average Exchange Rate</td>
<td>Exchange rate volatility significantly reduces exports of manufactured goods, and machinery and transport equipment and significantly increases imports of fuels, textiles, chemicals, and manufactured goods.</td>
</tr>
<tr>
<td>Vo et al [2019]</td>
<td>Dynamic Ordinary Least Squares (DOLS) regression for panel data</td>
<td>Vietnam</td>
<td>2000-2015</td>
<td>Bilateral exports</td>
<td>Real exchange rate volatility</td>
<td>Real exchange rate, Importer GDP</td>
<td>For textile and clothing sector, real exchange rate volatility is not significant for ASEAN partner countries and all sample partner countries.</td>
</tr>
</tbody>
</table>

---

11 Ten sectors were analyzed individually: (1) food products, beverages and tobacco, (2) textiles, wearing apparel, leather and related products, (3) wood and products of wood and cork, (4) paper and printing, (5) chemicals, rubber, plastics and fuel products, (6) non-metallic mineral products, (7) basic metals and fabricated metal products, (8) machinery and equipment, (9) transport equipment, and (10) furniture and other manufacturing.
Côté [1994] and McKenzie [1999] both discuss that the presence of exchange rate volatility forces firms to incur additional costs to mitigate risks on the exchange rate. This additional cost would be shouldered by the firm and will affect the cost of production. The additional cost reduces the quantity of exports supplied by the firm compared to the quantity exported without the additional cost. Due to this, exports are reduced because of exchange rate volatility.

Moreover, Dell’Ariccia [1998] argues that the additional costs can also take the form of transaction costs between trading partners shouldered by both trading parties. This, in turn, can lead to a decline in trading activity since costs increased, possibly forcing firms to redistribute production to local markets or other international markets to avoid the cost.

Clark et al. [2004] argued that although exchange rate volatility poses risks and additional costs for trading countries, the increase in instruments of financial hedging have lessened the risks of exchange rate fluctuations. The increase in these instruments is indicative of the growth of different financial instruments across the globe. Thus, it was posited that exchange rate volatility significantly but weakly reduces trade.

Given this, exchange rate volatility theoretically affects exports due to its effect on additional costs. As stated above, there are numerous studies explaining how exchange rate volatility affects exports. However, views regarding the effect of exchange rate volatility on trade are mixed.

Previous empirical studies analyzing the effects of exchange rate volatility on trade have reported mixed results as well. The empirical study of Hayakawa and Kimura [2009] observed that exchange rate volatility significantly reduces a country’s bilateral exports. Additionally, Hayakawa and Kimura [2009] used a smaller sample size of eight countries all within the Asia-Pacific region. Hayakawa and Kimura [2009] analyzed the effects of unanticipated volatility, exporter’s risk index, importer’s risk index and tariffs on top of exchange rate volatility on exports. Exchange rate volatility was found to significantly reduce exports for the smaller sample size.

This is similar to more recent findings from Njoroje [2020] who saw a significant reducing effect of exchange rate volatility on exports for trade in the Common Market for Eastern and Southern Africa regional bloc and Banik and Roy [2020] who observed the same effect for countries belonging to the South Asian Association for Regional Cooperation bloc.

Other empirical studies, on the other hand, report opposite findings. Hondroyiannis et al. [2008] used a sample of 12 countries mostly located in North America and Europe with quarterly data from years 1977 to 2003. The estimates showed that there is no significant long-run relationship between exchange rate volatility and world exports. This conforms to Tenreyro’s [2007] study on a sample of 87 countries located across different regions, where ten countries in the RCEP region are included, ranging from years 1970 to 1997 (28 years).
Tenreyro’s results showed that there is no statistically significant relationship between exchange rate volatility and bilateral trade.

These observations were also affirmed recently by Prajakschitt [2015] and Vo et al. [2019]. Prajakschitt [2015] observed that there is no significant relationship between exchange rate volatility and imports after using a fixed-effects model for panel data on China and six Association of Southeast Asian Nations (ASEAN) member states. The results of Vo et al. [2019] also demonstrated that there is no significant effect of exchange rate volatility on textile and clothing exports for trade between Vietnam and 26 partner countries through a Dynamic Ordinary Least Squares model.

Other empirical studies, however, observed mixed results such as Senadza and Diaba [2018]. A sample of 11 Sub-Saharan African countries for the years 1993 to 2014 (22 years) was evaluated using an autoregressive distributed lag-pooled mean group model method. Their study reported that exchange rate volatility significantly reduces exports in the short run. However, exchange rate volatility significantly increases exports in the long run. Senadza and Diaba [2018] pointed out that the changing effect of exchange rate volatility on exports in the short run and long run reflect the vagueness of theoretical outcomes under the general equilibrium models.

Similarly, Satawatananon [2014], Chi and Cheng [2016], and Tarasenko [2021] observed mixed results in their respective models. Satawatananon [2014] observed a negative effect between exchange rate volatility and exports in the short run but no significant effect in the long run for trade between Thailand and the United States of America (USA). Chi and Cheng [2016] found that there is a significant relationship between exchange rate volatility and exports in majority of Australia’s trading partners. However, the effect varies per country-pair. The recent study of Tarasenko [2021] also observed that exchange rate volatility’s effect on exports varies depending on the commodity exported from Russia to its trading partners.

According to Clark et al. [2004], the mixed results from empirical studies regarding exchange rate variables such as volatility and trade suggest that the effect of the said variables may possibly be an empirical issue or dependent on the sample being analyzed. This could be the reason why the different empirical studies presented earlier vary in results. Moreover, this necessitates the need to determine what effect is dominant in the world’s largest trading bloc—the RCEP.

2.4. Exchange rate regimes

Exchange rate regimes refer to the system that the country’s monetary authority uses to determine the exchange rate of its currency against foreign currencies [International Monetary Fund 2006]. There are three general classifications for exchange rate regimes: direct peg; indirect peg; and floating. A direct peg is a system wherein the exchange rate is fixed against the value of another currency.
An indirect peg is similar to a direct peg, but monetary authorities can induce small adjustments on the exchange rate based on different factors.

A floating regime is a system where the exchange rate is completely market-determined or when the monetary authority tries to influence the rate without a particular path. It has been theorized that direct pegs are expected to generate currency stability and foster bilateral trade with other fixed currencies [Klein and Shambaugh 2006]. This has been empirically observed by Wong and Chong [2016] in their model; countries that have a fixed peg regime significantly increase trade. However, no previous literature was found incorporating floating regimes.

Klein and Shambaugh [2006] observed that pegging to a foreign currency such as the United States Dollar (USD) fosters bilateral trade with the USA and all other countries that peg to the USD. Moreover, a currency peg is expected to generate macroeconomic stability as it reduces a country’s exchange rate volatility.

A more recent study by Santana-Gallego and Pérez-Rodríguez [2019] similarly observed that countries that peg their currency to the USD or to a currency union experience greater trade flows. Moreover, indirect pegs were also found to be significantly trade increasing with its magnitude dependent on the anchor currency.

However, there is not enough evidence to suggest that floating exchange rate regimes are ultimately trade reducing in theory. It is still possible to be trade creating given the currency stabilizing mechanisms present in a floating exchange rate regime.

2.5. Exchange rates in the RCEP region

It is important to analyze the effects of exchange rate volatility and the rest of the variables on trade within the RCEP region. Following findings from Tan et al. [2019], competitive devalued exchange rates are crucial to promote exports. This makes managing volatility an important priority for all countries in the RCEP region. Given that ten out of 15 countries in the RCEP region are ASEAN member states, analyzing the effects of exchange rate volatility, paired with monetary variables, on exports is of great importance. The lack of consensus on the relationship between exchange rate volatility and trade calls for an empirical evaluation of exchange rate volatility on an aggregate level, and to determine whether trade creating or trade reducing effects dominate the region.

12 There are some cases where devalued exchange rates do not work in promoting trade such as in Pakistan [McCartney 2015]. In this case, the devaluation of the currency was not competitive compared to that of other countries.
3. Methodology and data

3.1. The gravity model and PPML estimation

The gravity model has been regarded as the “workhorse of the applied international trade literature” and has generated “some of the clearest and most robust findings in empirical economics” [Shepherd 2016]. Tinbergen [1962] presented the fundamental form of the trade flow equation as seen below:

$$E_{ij} = \alpha_0 Y_i^{\alpha_1} Y_j^{\alpha_2} D_{ij}^{\alpha_3}$$ (1)

where $E_{ij}$ represents the exports of country $i$ to country $j$, $Y_i$ represents the Gross National Product (GNP) of country $i$, $Y_j$ represents the GNP of country $j$, and $D_{ij}$ represents the transportation costs assumed to correspond with the geographical distance between country $i$ and country $j$. This model exhibits that distance acts as a determinant of export levels [Tinbergen 1962].

Anderson [1979] provided a theoretical explanation for the gravity equation concerned with the trade of commodities. Since then, the gravity model has been widely utilized in the study of international trade and has been enhanced to acclimate the other definitions for “distance.”

This study uses an augmented gravity model to determine the effect of exchange rates on a country’s exports. Additional variables such as exchange rate variables and control variables to proxy for trade costs were added to the model. The gravity model has been augmented to incorporate monetary variables as seen below:

$$\ln(Exports_{ij,t}) = \alpha_0 + \beta_1 \ln(GDP_{i,t} \times GDP_{j,t}) + \beta_2 \ln(dist)_{ij} + \beta_3 \text{contig}_{ij} + \beta_4 \text{comlang\_off}_{ij} + \beta_5 \text{comcol}_{ij} + \beta_6 \ln(REER)_{ij,t} + \beta_7 \text{Misalign}_{ij,t} + \beta_8 \text{Float}_{ij,t} \times \ln(\text{Volatility})_{ij,t} + \beta_9 \text{cty}_{ij,t} + \varepsilon_{ij,t}$$ (2)

where $Exports$ represents aggregate exports of country $i$ to country $j$ at time $t$, $a$ is the constant term, $GDP_{i,t}$ and $GDP_{j,t}$ represent the nominal GDP of the exporting and importing country, respectively, $distance$ represents the geographical distance between each country-pair, $contig$ is a dummy variable equal to one if the country-pair share a common land border and zero otherwise, $comlang\_off$ is a dummy variable equal to one if the country-pair share a common official language and zero otherwise, $comcol$ is a dummy variable equal to one if the country-pair was previously under the same colonizer and zero otherwise, $REER$ represents the bilateral real effective exchange rate between country-pairs, $Misalign$ represents the bilateral exchange rate misalignment between country-pairs, $Float$ is a dummy variable equal to one if the country-pair observes a floating exchange rate regime and zero otherwise, $Volatility$ is the bilateral exchange rate volatility between country-pairs, $cty$ are a set of proxy variables for time-varying outward and inward multilateral resistance terms, and $\varepsilon$ represents the error term.
The inclusion of multilateral resistance terms in the gravity model came from Anderson and Van Wincoop [2003]. These terms capture how exports between two countries depend on trade costs across all possible export markets. Moreover, it captures how imports between two countries depend on trade across all possible suppliers. These terms remove several violations regarding the standard economic theory.

Aside from an Ordinary Least Squares (OLS) estimation, a Poisson Pseudo-Maximum Likelihood (PPML) estimator is utilized. The PPML estimator was developed by Santos Silva and Tenreyro [2006] in order to deal with the problem of possible bias in the estimates. Shepherd [2016], Yotov et al. [2016], Gauto [2012], and Siliverstovs and Schumacher [2008] explain how the PPML estimator is regarded as the “workhorse gravity estimator.” First, the PPML estimator is consistent even with fixed effects estimation. Similar to that of OLS, fixed effects estimation through PPML can be done by using dummy variables. This demonstrates that multilateral resistance variables can be proxied in the PPML estimator through exporter and importer dummy variables.

Second, the PPML estimator accommodates observations that contain zero values of trade. OLS models tend to drop observations with zero values of trade due to the natural logarithm of zero being undefined. Including observations with zero values of trade removes the possible sample selection bias OLS models can possibly generate.

Third, the interpretation of coefficients regressed using the PPML estimator follows that of the OLS. Shepherd [2016] explains that the dependent variable, such as trade values, must be in levels rather than in logarithms. For example, instead of taking the natural logarithm of exports, exports must be reported in millions or thousands of dollars. On the other hand, independent variables can still be presented in logarithms.

Coefficients of the PPML estimator can still be interpreted as simple elasticities, even though the dependent variable is not specified in logarithmic form (Shepherd [2016]; Santos Silva and Tenreyro [2006]). For all these reasons, it is recommended to base the results of this study on the PPML estimator. For robustness purposes, both the OLS and PPML regression results are reported in the succeeding part of this study.

The augmented PPML econometric model can be seen below:

\[
\frac{\text{Exports}}{1,000,000} = \exp[\beta_1 \ln(GDP_{i,t} \times GDP_{j,t}) + \beta_2 \ln(\text{dist}_{ij}) + \beta_3 \text{contig}_{ij} + \beta_4 \text{comlangoff}_{ij} + \beta_5 \text{comcol}_{ij} + \beta_6 \ln(\text{REER}_{ij,t}) + \beta_7 \text{Misalign}_{ij,t} + \beta_8 \text{Float}_{ij,t} \times \ln(\text{Volatility}_{ij,t}) + \beta_9 cty_{ij,t}] + \epsilon_{ij,t}
\]

Note that the variables included in the augmented gravity model have unique observations for each country-pair, such that no value of a variable is constant for a specific reporting country over different country-pairs. According to
Shepherd [2016], variables to be integrated in a fixed effects gravity model must vary bilaterally. This is because variables that do not vary bilaterally would be perfectly collinear with fixed effects and would be absorbed by the fixed effects. This is the reason why the GDP product variable was used instead of the standard where individual GDPs of the reporting and partner countries are included. The GDP product variable has similarly been used by other studies incorporating the gravity model such as Clark et al. [2004], Klein and Shambaugh [2006], Pomfret and Pontines [2013], and Wong and Chong [2016] for the same reasons.

3.2. Classification and data

This paper covers observations from 15 countries comprising the RCEP region from 1996 to 2017 from various sources listed in Table 2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Period</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Export_{ij,t}$</td>
<td>Total exports of country $i$ to country $j$ in current USD at time $t$</td>
<td>1996-2017</td>
<td>United Nations Comtrade [2020]</td>
</tr>
<tr>
<td>$GDP_{i,t}$</td>
<td>Gross Domestic Product of country $i$ at time $t$, in current USD</td>
<td>1996-2017</td>
<td>World Bank [2020b]</td>
</tr>
<tr>
<td>$GDP_{j,t}$</td>
<td>Gross Domestic Product of country $j$ at time $t$, in current USD</td>
<td>1996-2017</td>
<td>World Bank [2020b]</td>
</tr>
<tr>
<td>Distance$_i$</td>
<td>Geographical distance between country $i$ and country $j$</td>
<td>N/A</td>
<td>Mayer and Zignago [2011]</td>
</tr>
<tr>
<td>Contiguity$_i$</td>
<td>Dummy variable, equals 1 if countries $i$ and $j$ share a common land border</td>
<td>N/A</td>
<td>Mayer and Zignago [2011]</td>
</tr>
<tr>
<td>Common Colony$_i$</td>
<td>Dummy variable, equals 1 if countries $i$ and $j$ were both under the same colonial power</td>
<td>N/A</td>
<td>Mayer and Zignago [2011]</td>
</tr>
<tr>
<td>$REER_{i,t}$</td>
<td>Annual Real Effective Exchange Rate index of country $i$ weighted for 171 partner countries at time $t$</td>
<td>1996-2017</td>
<td>Bruegel [2020]</td>
</tr>
<tr>
<td>$REER_{j,t}$</td>
<td>Annual Real Effective Exchange Rate index of country $j$ weighted for 171 partner countries</td>
<td>1996-2017</td>
<td>Bruegel [2020]</td>
</tr>
<tr>
<td>$REER_{ij,t}$</td>
<td>Annual Ratio of Real Effective Exchange Rate index of countries $i$ and $j$ weighted for 171 partner countries, respectively at time $t$</td>
<td>1996-2017</td>
<td>Author's Computation</td>
</tr>
<tr>
<td>XRAT$_i,t$</td>
<td>Nominal year average exchange rate of country $i$ to a unit of USD at time $t$</td>
<td>1996-2017</td>
<td>Feenstra et al. [2015]</td>
</tr>
<tr>
<td>PPP$_i,t$</td>
<td>Purchasing Power Parity/Price Level for household consumption of country $i$ at time $t$</td>
<td>1996-2017</td>
<td>Feenstra et al. [2015]</td>
</tr>
</tbody>
</table>
### TABLE 2. Definition and sources of empirical variables used (continued)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Period</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP&lt;sub&gt;i,t&lt;/sub&gt;</td>
<td>Per capita Gross Domestic Product of country i at time t, in 2010 USD</td>
<td>1996-2017</td>
<td>World Bank [2020d]</td>
</tr>
<tr>
<td>Misalign&lt;sub&gt;i,t&lt;/sub&gt;</td>
<td>Difference between actual &quot;real&quot; exchange rate and estimated equilibrium &quot;real&quot; exchange rate of country i at time t</td>
<td>1996-2017</td>
<td>Author's computation</td>
</tr>
<tr>
<td>ER&lt;sub&gt;i,m&lt;/sub&gt;</td>
<td>Nominal month average exchange rate of country i to a unit of USD at month m</td>
<td>1996-2017</td>
<td>International Monetary Fund [2020]</td>
</tr>
<tr>
<td>ER&lt;sub&gt;j,m&lt;/sub&gt;</td>
<td>Nominal month average exchange rate of country j to a unit of USD at month m</td>
<td>1996-2017</td>
<td>International Monetary Fund [2020]</td>
</tr>
<tr>
<td>Float&lt;sub&gt;ij,t&lt;/sub&gt;</td>
<td>Dummy variable, equals 1 if countries i and j observe a floating exchange rate regime relationship (de-facto classification) at time t</td>
<td>1996-2017</td>
<td>Harms and Knaze [2018]</td>
</tr>
</tbody>
</table>

Due to incomplete data availability from the data sources presented in the table, several observations are automatically dropped during the regression. Table 3 demonstrates the number of observations missing per variable included in the regression model.

### TABLE 3. Tally of missing observations in the augmented model dataset

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of missing observations</th>
<th>Percentage of missing observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln of Nominal GDP product</td>
<td>112</td>
<td>2.42</td>
</tr>
<tr>
<td>ln of Exchange Rate Volatility</td>
<td>8</td>
<td>0.17</td>
</tr>
<tr>
<td>ln of REER Ratio</td>
<td>616</td>
<td>13.33</td>
</tr>
<tr>
<td>Exports</td>
<td>584</td>
<td>12.64</td>
</tr>
<tr>
<td>ln of Exports</td>
<td>584</td>
<td>12.64</td>
</tr>
<tr>
<td>Float peg (dummy)</td>
<td>264</td>
<td>5.71</td>
</tr>
<tr>
<td>Float peg (dummy) * ln of Exchange Rate Volatility</td>
<td>272</td>
<td>5.89</td>
</tr>
</tbody>
</table>

The percentages of missing observations in the dataset are less than that of the missing observations from various empirical studies discussed earlier. Previous empirical studies discussed reported varying percentages of missing observations ranging from 12.52 percent to 61.27 percent. The use of the PPML

---

13 Hayakawa and Kimura [2009] reported 12.52 percent missing observations in the model that included 60 countries and 13.45 percent missing observations in the model that included eight Asian countries. Pomfret and Pontines [2013] reported 23.11 percent missing observations. Klein and Shambaugh [2006] reported 27.5 percent missing observations. Nicita [2013] reported 34.58 percent missing observations in the model that did not include exchange rate volatility and 61.27 percent missing observations in the full model that included exchange rate volatility.
estimator compensates for the missing observations in the dataset. According to Kareem et al. [2016] and Martin [2020], PPML estimates report lower biases in the presence of missing or zero trade values. Therefore, the PPML estimates aid the dataset’s missing observations compared to the OLS estimator.

3.3. Computation of specific variables

3.3.1. Bilateral real effective exchange rates

The bilateral REER between country-pairs was computed similar to that of Nho and Hương [2015]. It is the ratio between the REER index of the exporting country and the importing country. The equation below demonstrates the computation similar to Nho and Hương [2015] where \( REER_{ij,t} \) is the REER of country \( i \) at year \( t \) and \( REER_{ji,t} \) is the REER of country \( j \) at year \( t \).

\[
REER_{ij,t} = \frac{REER_{i,t}}{REER_{j,t}}
\]

3.3.2. Bilateral exchange rate misalignment

The bilateral exchange rate misalignment between country-pairs was computed using a four-step process similar to that of Rodrik [2008] and Nicita [2013]. First, a hypothetical “real” exchange rate (RER) was obtained from deflating a country’s nominal exchange rate to the USD (XRAT) using a country’s purchasing power parity conversion (PPP) factor as seen below.

\[
\ln RER_{i,t} = \ln \left( \frac{XRAT_{i,t}}{PPP_{i,t}} \right)
\]

This hypothetical “real” exchange rate must not be confused with the REER. An increase in the value of the hypothetical “real” exchange rate indicates that the domestic currency depreciated, while an increase in the REER index indicates a domestic currency appreciation.

Second, given that non-tradable goods are cheaper in poorer countries, the hypothetical “real” exchange rate must be adjusted through the Balassa-Samuelson effect. The Balassa-Samuelson effect posits that there is a tendency for consumer prices to be higher in developed countries than developing countries [Rodrik 2008]. This was computed by regressing the hypothetical “real” exchange rate with the real GDP per capita of a country with time fixed effects.

\[
\ln RER_{i,t} = \alpha + \beta \ln RGDPPC_{i,t} + \phi_t + \varepsilon_{i,t}
\]

Example of non-tradable goods are electricity, water supply and local transportation [Jenkins et al. 2011]. It is evident that these goods are cheaper in poorer countries. For example, the taxi flat rate (in USD) in the Philippines is cheaper compared to Singapore (0.83 USD vs. 2.40 USD).
where RER represents the hypothetical “real” exchange rate of country i at time t, α is the constant term, RGDPPC represents the real GDP per capita, ϕ represents time fixed effects, and ε represents the error term.

Third, the level of exchange rate misalignment was computed by taking the difference between the actual hypothetical “real” exchange rate and the estimated/fitted equilibrium “real” exchange rate adjusted for the Balassa-Samuelson effect.

\[ Misalign_{i,t} = \ln RER_{i,t} - \ln RE_{R,t} \]  

(7)

Lastly, the bilateral exchange rate misalignment per country pair was obtained through the sum of exchange rate misalignment between the two countries.

\[ Misalign_{ij,t} = Misalign_{i,t} + Misalign_{j,t} \]  

(8)

Following Rodrik [2008], a positive level of misalignment demonstrates an undervalued currency compared to its equilibrium exchange rate. Therefore, an increase in the level of misalignment between countries indicate a weaker currency.

3.3.3. Bilateral exchange rate volatility

The bilateral exchange rate volatility is computed similar to that of Nicita [2013].

\[ ER_{ij,t} = ER_{i,t} - ER_{j,t} \]  

(9)

\[ Volatility_{ij,t} = \text{std.dev}[ER_{ij,m} - ER_{ij,m-1}] \]  

(10)

where \( ER_{i,t} \) represents the nominal exchange rate of country i to a USD at time t, \( ER_{ij,t} \) represents the difference between the nominal exchange rate of country i and country j, \( ER_{ij,m} \) represents the difference between the monthly average of the nominal exchange rate of both countries at month m, and Volatility represents the standard deviation of the exchange rates for a given year t. The difference between both countries was adapted by Nicita [2013] to highlight the presence of hard peg exchange rate regimes where \( ER_{ij} \) and Volatility_{ij,t} are both equal to zero.

4. Results and discussion

4.1. Baseline model results

Estimation results for the baseline gravity models are reported in Table 4. Gravity model specifications are estimated as follows: Column 1 presents estimates using the OLS estimator; and Column 2 presents the estimates using the PPML estimator. The dependent variable for OLS estimates is the natural logarithm of exports while the dependent variable for PPML estimates is in levels (exports in millions).
Both estimates of the baseline model utilize 3,994 observations and demonstrate an $R$-squared statistic of 0.89 for the OLS estimator and 0.95 for the PPML estimator. Both estimation methods yield high $R$-squared statistics demonstrating high levels of goodness-of-fit. Moreover, both the natural logarithm of the Nominal GDP product and the natural logarithm of distance between countries are significant at the 1 percent level for both the OLS and PPML estimator.

For the OLS estimates of the baseline model, a 1 percent increase in the GDP product of trading countries significantly increases a country’s exports by 1.21 percent, ceteris paribus. Moreover, a 1 percent increase in the distance between trading countries significantly decreases a country’s exports by 0.99 percent, ceteris paribus. For the PPML estimates of the baseline model, a 1 percent increase in the GDP product of trading countries significantly increases a country’s exports by 0.84 percent, ceteris paribus. Also, a 1 percent increase in the distance between trading countries significantly decreases a country’s exports by 0.57 percent, ceteris paribus. The results of the baseline model are consistent with the hypothesized signs of the variables.

### 4.2. Augmented model results

The augmented gravity model includes variables such as contiguity, common language, common colonizer, REER ratio, exchange rate misalignment, and the interaction variable between a floating exchange rate regime and exchange rate volatility. Both estimates of the augmented model utilize 3,563 country-pair observations ranging from years 1996 to 2017. The OLS panel fixed effects estimator reports an $R$-squared statistic of 0.91. On the other hand, the PPML panel fixed effects estimator reports an $R$-squared value of 0.95.

Both estimation methods demonstrate high levels of goodness-of-fit and provide good promise in analyzing the value of exports between country-pairs.
Furthermore, the improved $R$-squared statistic for the PPML regressions may indicate that PPML estimator is a more suitable method to estimate the effect of certain policies on trade through an augmented gravity model [Shepherd 2016].

The OLS panel fixed effects estimator reported six significant coefficients. All six coefficients are significant at the 1 percent level. On the other hand, the PPML fixed effects estimator reported four significant coefficients. Three coefficients are significant at the 1 percent level while one coefficient is significant at the 5 percent level (Table 5).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>In of Exports</td>
<td>Exports$^m$</td>
</tr>
<tr>
<td>In of Nominal GDP product</td>
<td>1.192***</td>
<td>0.840***</td>
<td></td>
</tr>
<tr>
<td>In of Distance</td>
<td>-0.564***</td>
<td>-0.501***</td>
<td></td>
</tr>
<tr>
<td>Contiguity (dummy)</td>
<td>0.989***</td>
<td>0.0786</td>
<td></td>
</tr>
<tr>
<td>Common Official Language (dummy)</td>
<td>-0.213</td>
<td>0.0478</td>
<td></td>
</tr>
<tr>
<td>Common Colony (dummy)</td>
<td>1.148***</td>
<td>0.293</td>
<td></td>
</tr>
<tr>
<td>In of REER Ratio</td>
<td>-0.239</td>
<td>-0.606**</td>
<td></td>
</tr>
<tr>
<td>Exchange Rate Misalignment</td>
<td>-0.196***</td>
<td>-0.0302</td>
<td></td>
</tr>
<tr>
<td>Float peg (dummy) * In of Exchange Rate Volatility</td>
<td>-0.0909***</td>
<td>-0.0585**</td>
<td></td>
</tr>
<tr>
<td>Constant Term</td>
<td>-38.64***</td>
<td>-33.02***</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>3,563</td>
<td>3,563</td>
<td></td>
</tr>
<tr>
<td>$R$-squared</td>
<td>0.905</td>
<td>0.952</td>
<td></td>
</tr>
<tr>
<td>Country pair FE</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

$^m$ Exports in millions

It can also be observed that the values of the coefficients reported from the PPML estimator are less than that of the OLS estimator. However, as stated in the early sections of this study, the PPML estimated coefficients will be analyzed to determine the significance and impact of the independent variables on the dependent variable.

From the PPML estimation, the natural logarithm of a country-pair’s nominal GDP product significantly increases a country’s exports. On the other hand, the natural logarithm of the distance between country-pairs, the REER ratio between country-pairs, and the natural logarithm of exchange rate volatility for country-pairs under a floating peg exchange rate regime significantly decrease a country’s exports.
Among the three key variables of the study, two are significant. The natural logarithm of the REER ratio between country-pairs along with the interaction variable between floating exchange rate regimes and the natural logarithm of exchange rate volatility are both significant at the 5 percent level. A 1 percent increase in the REER ratio between country-pairs leads to a 0.61 percent reduction of the reporting country’s exports, ceteris paribus. The negative effects of REER on exports are consistent with the results obtained by Tan et al. [2019].

The significant export reducing effects of REER and exchange rate volatility, as highlighted by the interaction term, are in line with the preliminary findings of previous studies. However, previous studies observed that the export reducing effects of REER and exchange rate volatility are offset and disappear when interacted with the concept of Foreign Value-Added (FVA). The relationship between exchange rates and the concept of FVA as discussed by Tan et al. [2019] is significant in the Asian region.

Although this is not similar to the empirical result of this study, it is worth noting that this highlights that the mixed empirical results observed regarding exchange rate volatility on trade is an empirical issue [Clark et al. 2004]. It is possible that the trade reducing effects of exchange rate variables such as volatility and REER disappear given the presence of FVA share in goods traded.

Note that for REER ratio to increase, the reporting country must have a higher REER index than its partner country. This result is in line with the hypothesized sign of the REER ratio’s coefficient. As a country increases its REER index, its exports become less competitive since exports become more expensive compared to other countries.

A one percent increase in the exchange rate volatility of country-pairs under a floating peg exchange rate regime leads to a 0.06 percent decrease in a reporting country’s exports, ceteris paribus. This result is also consistent with the hypothesized sign of the interaction variable’s coefficient. The higher the exchange rate volatility for the specified countries, the higher the risk it is to trade. This risk can be present in many forms such as unexpected changes in the transaction costs of trade and the like. These risks ultimately make a country’s exports less competitive compared to other countries that exhibit a less volatile currency.

Clark et al. [2004] pointed out that the effects of exchange rate volatility on trade needs to be interacted with monetary policies such as currency unions and exchange rate regimes. This suggests, in theory, that monetary policies and exchange rate policies have to be analyzed together rather than separately. Evaluating the effects of exchange rate volatility without considering the presence of other monetary variables can yield insignificant results. Hence, empirically, an interaction variable between exchange rate volatility and floating exchange rate regimes was utilized.
4.3. Alternative models for robustness

4.3.1. Alternative model incorporating FTA membership

With numerous bilateral and multilateral FTAs ratified within the sample period the paper covers, significant trade agreements such as the ASEAN-People’s Republic of China Comprehensive Economic Cooperation Agreement signed in 2004, ASEAN-Korea Agreement on Trade completed in 2006, Comprehensive Economic Partnership between ASEAN and Japan signed in 2008, and the ASEAN-Australia-New Zealand Free Trade Area signed in 2009 may have influenced the level of exports within the RCEP region.

To account for this, an additional dummy variable indicating the presence of an FTA between country-pairs was included in the regression model. The variable is equal to one if an FTA is present between the country-pair, and zero otherwise. Data regarding FTAs were obtained from the Asian Development Bank’s Asia Regional Integration Center Database [2022].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>In of Nominal GDP product</td>
<td>1.192***</td>
<td>0.840***</td>
<td>1.200***</td>
<td>0.823***</td>
<td></td>
</tr>
<tr>
<td>In of Distance</td>
<td>-0.564***</td>
<td>-0.501***</td>
<td>-0.563***</td>
<td>-0.494***</td>
<td></td>
</tr>
<tr>
<td>Contiguity (dummy)</td>
<td>0.989***</td>
<td>0.0786</td>
<td>0.988***</td>
<td>0.109</td>
<td></td>
</tr>
<tr>
<td>Common Official Language (dummy)</td>
<td>-0.213</td>
<td>0.0478</td>
<td>-0.214</td>
<td>0.0806</td>
<td></td>
</tr>
<tr>
<td>Common Colony (dummy)</td>
<td>1.148***</td>
<td>0.293</td>
<td>1.149***</td>
<td>0.270</td>
<td></td>
</tr>
<tr>
<td>In of REER Ratio</td>
<td>-0.239</td>
<td>-0.606**</td>
<td>-0.107</td>
<td>-0.789*</td>
<td></td>
</tr>
<tr>
<td>Exchange Rate misalignment</td>
<td>-0.196***</td>
<td>-0.0302</td>
<td>-0.181***</td>
<td>-0.0594</td>
<td></td>
</tr>
<tr>
<td>Float peg (dummy)</td>
<td>-0.0909***</td>
<td>-0.0585**</td>
<td>-0.0910***</td>
<td>-0.0548**</td>
<td></td>
</tr>
<tr>
<td>In of Exchange Rate Volatility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FTA (dummy)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Term</td>
<td>-38.64***</td>
<td>-33.02***</td>
<td>-39.21***</td>
<td>-31.79***</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>3,563</td>
<td>3,563</td>
<td>3,563</td>
<td>3,563</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.905</td>
<td>0.952</td>
<td>0.905</td>
<td>0.956</td>
<td></td>
</tr>
<tr>
<td>Country pair FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

m Exports in millions
Results indicate that the previously significant key variables retain their significance (Table 6). The natural logarithm of the REER ratio is significant at the 10 percent level, wherein a one percent increase in the REER ratio leads to a 0.79 percent decrease in the reporting country’s exports. Moreover, the interaction variable between floating exchange rate regimes and the natural logarithm of exchange rate volatility is significant at the 5 percent level. A one percent increase in the variable leads to a 0.05 percent decrease in the reporting country’s exports.

4.3.2. Alternative model for interaction term

An alternative regression model was also estimated where exchange rate volatility and floating exchange rate regimes were regressed separately with the interaction term. Results indicate that only the interaction variable is significant (Table 7). This affirms the suggestion of Clark et al. [2004] both theoretically and empirically that volatility needs to be interacted with other monetary policy variables to determine its true effect on trade.

This result provides new insight regarding countries with floating exchange rate regimes. Countries under a floating exchange rate regime are affected by the trade reducing impact of exchange rate volatility. However, the same cannot be said for countries under a direct peg or indirect peg exchange rate regime. The observed negative effects of exchange rate volatility on exports are consistent with those of Clark et al. [2004], Hayakawa and Kimura [2009], Klein and Shambaugh [2006], Nicita [2013], Pomfret and Pontines [2013], Njoroge [2020], and Banik and Roy [2020].

Furthermore, this also reinforces the suggestion from Clark et al. [2004] about estimating multiple monetary policy and exchange rate policy variables. The exchange rate misalignment variable is also aligned with the hypothesized sign of the misalignment variable’s coefficient, albeit insignificant.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>In of Nominal GDP product</td>
<td>1.020*** (0.0517)</td>
<td>0.753*** (0.0433)</td>
<td>0.959*** (0.0555)</td>
<td>0.730*** (0.0479)</td>
</tr>
<tr>
<td>In of Distance</td>
<td>-0.576*** (0.147)</td>
<td>-0.501*** (0.0722)</td>
<td>-0.575*** (0.147)</td>
<td>-0.494*** (0.0712)</td>
</tr>
<tr>
<td>Contiguity (dummy)</td>
<td>1.070*** (0.348)</td>
<td>0.0754 (0.123)</td>
<td>1.069*** (0.349)</td>
<td>0.104 (0.122)</td>
</tr>
<tr>
<td>Common Official Language (dummy)</td>
<td>-0.253 (0.222)</td>
<td>0.0405 (0.144)</td>
<td>-0.254 (0.222)</td>
<td>0.0676 (0.143)</td>
</tr>
<tr>
<td>Common Colony (dummy)</td>
<td>0.926* (0.478)</td>
<td>0.293 (0.222)</td>
<td>0.927* (0.478)</td>
<td>0.266 (0.207)</td>
</tr>
<tr>
<td>In of REER Ratio</td>
<td>0.277 (0.433)</td>
<td>-0.175 (0.391)</td>
<td>1.368*** (0.405)</td>
<td>0.453 (0.313)</td>
</tr>
</tbody>
</table>
### Table 7. Alternative Regression Model Results (continued)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exchange Rate</td>
<td>0.196***</td>
<td>0.102***</td>
<td>0.0627</td>
<td>0.0352</td>
</tr>
<tr>
<td></td>
<td>misalignment</td>
<td>(0.0407)</td>
<td>(0.0346)</td>
<td>(0.0384)</td>
<td>(0.0240)</td>
</tr>
<tr>
<td>Float peg (dummy)</td>
<td></td>
<td>-0.0263</td>
<td>-0.0451</td>
<td>-0.0220</td>
<td>-0.106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.224)</td>
<td>(0.133)</td>
<td>(0.214)</td>
<td>(0.135)</td>
</tr>
<tr>
<td>In of Exchange Rate</td>
<td></td>
<td>-0.0477</td>
<td>-0.00117</td>
<td>-0.0476</td>
<td>-0.00242</td>
</tr>
<tr>
<td>Volatility</td>
<td></td>
<td>(0.0346)</td>
<td>(0.0339)</td>
<td>(0.0346)</td>
<td>(0.0315)</td>
</tr>
<tr>
<td>Float peg (dummy) *</td>
<td>In of Exchange Rate</td>
<td></td>
<td>-0.0727***</td>
<td>-0.0573**</td>
<td>-0.0579**</td>
</tr>
<tr>
<td>Volatility</td>
<td></td>
<td></td>
<td>(0.0324)</td>
<td>(0.0267)</td>
<td>(0.0324)</td>
</tr>
<tr>
<td>FTA (dummy)</td>
<td></td>
<td></td>
<td></td>
<td>0.0165</td>
<td>-0.162</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.117)</td>
<td>(0.101)</td>
</tr>
<tr>
<td></td>
<td>(3.015)</td>
<td>(2.504)</td>
<td>(3.378)</td>
<td>(2.860)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>3,563</td>
<td>3,563</td>
<td>3,563</td>
<td>3,563</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.905</td>
<td>0.952</td>
<td>0.905</td>
<td>0.957</td>
<td></td>
</tr>
<tr>
<td>Country pair FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

\* Exports in millions

#### 4.3.3. Alternative Model Controlling for Volatility during the Asian Financial Crisis

Data regarding exports and exchange rate volatility demonstrate extreme spikes during years 1997 to 1999 due to the Asian Financial Crisis. Studies similarly indicate that the Asian Financial Crisis is the single most important event in the region where volatility soared to extreme levels.

Garnaut [1998] reported that negative growth in East Asian trade was observed during the crisis. Moreover, Rana [1998] observed how the yearly change of nominal exchange rates for the region drastically dropped and weakened during the crisis. For example, Rana’s [1998] computations indicate that for years 1976-1996 the average yearly nominal exchange rate changes were at around 2.43 percent. However, during the crisis, the average yearly nominal exchange rate changes were at around 35.35 percent. This clearly indicates a high level of exchange rate volatility given that Rana [1998] compared the change in the region to that of the United Kingdom which reported a 0.2 percent nominal exchange rate change during the crisis.

Due to this, it is also important to determine if data from the Asian Financial Crisis affects the significance of exchange rate volatility in the model. An augmented model was estimated removing observations before and during the crisis: years 1996 to 1999. Alternatively, an augmented model was also estimated including a dummy variable equal to one for observations during the Asian Financial Crisis (1997 to 1999), zero otherwise (Table 8).
### TABLE 8. Alternative aggregate regression model results (years 1996-1999 dropped, AFC dummy variable included)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In of Nominal GDP product</td>
<td>1.153*** (0.0488)</td>
<td>0.796*** (0.0358)</td>
<td>1.094*** (0.0445)</td>
<td>0.797*** (0.0324)</td>
<td>1.112*** (0.0640)</td>
<td>0.758*** (0.0388)</td>
<td>1.189*** (0.0513)</td>
<td>0.834*** (0.0395)</td>
</tr>
<tr>
<td></td>
<td>In of Distance</td>
<td>-0.541*** (0.149)</td>
<td>-0.499*** (0.0703)</td>
<td>-0.542*** (0.148)</td>
<td>-0.488*** (0.0704)</td>
<td>-0.564*** (0.148)</td>
<td>-0.501*** (0.0704)</td>
<td>-0.563*** (0.148)</td>
<td>-0.494*** (0.0698)</td>
</tr>
<tr>
<td></td>
<td>Contiguity (dummy)</td>
<td>1.110*** (0.346)</td>
<td>0.0967 (0.122)</td>
<td>1.110*** (0.347)</td>
<td>0.131 (0.125)</td>
<td>0.889*** (0.333)</td>
<td>0.0786 (0.122)</td>
<td>0.988*** (0.333)</td>
<td>0.109 (0.124)</td>
</tr>
<tr>
<td></td>
<td>Common Official Language (dummy)</td>
<td>-0.243 (0.233)</td>
<td>0.0472 (0.136)</td>
<td>-0.243 (0.233)</td>
<td>0.0860 (0.129)</td>
<td>-0.213 (0.223)</td>
<td>0.0478 (0.135)</td>
<td>-0.214 (0.222)</td>
<td>0.0806 (0.128)</td>
</tr>
<tr>
<td></td>
<td>Common Colony (dummy)</td>
<td>1.107** (0.445)</td>
<td>0.260 (0.213)</td>
<td>1.106** (0.446)</td>
<td>0.232 (0.204)</td>
<td>1.148*** (0.438)</td>
<td>0.293 (0.211)</td>
<td>1.149*** (0.438)</td>
<td>0.270 (0.203)</td>
</tr>
<tr>
<td></td>
<td>In of REER Ratio</td>
<td>-0.212 (0.529)</td>
<td>-0.387 (0.290)</td>
<td>-2.120*** (0.590)</td>
<td>-1.264*** (0.480)</td>
<td>4.164*** (0.648)</td>
<td>1.493*** (0.434)</td>
<td>-0.325 (0.460)</td>
<td>-0.564* (0.337)</td>
</tr>
<tr>
<td></td>
<td>Exchange Rate misalignment</td>
<td>-0.201*** (0.0559)</td>
<td>-0.0384 (0.0457)</td>
<td>-0.390*** (0.0913)</td>
<td>-0.110* (0.0639)</td>
<td>-0.165*** (0.0400)</td>
<td>-0.0444 (0.0277)</td>
<td>-0.203*** (0.0588)</td>
<td>-0.0368 (0.0405)</td>
</tr>
<tr>
<td></td>
<td>Float peg (dummy) * In of Exchange Rate Volatility</td>
<td>-0.0866*** (0.0330)</td>
<td>-0.0583** (0.0245)</td>
<td>-0.0866*** (0.0330)</td>
<td>-0.0544** (0.0239)</td>
<td>-0.0909*** (0.0312)</td>
<td>-0.0585** (0.0242)</td>
<td>-0.0910*** (0.0312)</td>
<td>-0.0548** (0.0237)</td>
</tr>
<tr>
<td></td>
<td>FTA (dummy)</td>
<td>-0.0160 (0.131)</td>
<td>-0.165 (0.104)</td>
<td>0.0211 (0.130)</td>
<td>-0.146 (0.100)</td>
<td>0.372 (0.424)</td>
<td>0.0741 (0.541)</td>
<td>-0.209 (0.483)</td>
<td>-0.0878 (0.421)</td>
</tr>
<tr>
<td></td>
<td>AFC (dummy)</td>
<td>0.372 (2.952)</td>
<td>0.0741 (2.248)</td>
<td>-0.209 (2.645)</td>
<td>-0.0878 (1.920)</td>
<td>-30.89*** (3.649)</td>
<td>-0.483 (2.363)</td>
<td>-32.57*** (3.096)</td>
<td>-38.46*** (2.360)</td>
</tr>
<tr>
<td></td>
<td>Constant Term</td>
<td>-36.99*** (3.096)</td>
<td>3.096 (3.096)</td>
<td>-30.10*** (3.096)</td>
<td>3.563 (3.096)</td>
<td>-35.29*** (3.563)</td>
<td>3.563 (3.563)</td>
<td>-29.04*** (3.563)</td>
<td>3.563 (3.563)</td>
</tr>
<tr>
<td></td>
<td>Observations</td>
<td>3.096</td>
<td>0.952</td>
<td>0.906</td>
<td>0.957</td>
<td>0.905</td>
<td>0.952</td>
<td>0.905</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>R-squared</td>
<td>0.906</td>
<td>0.952</td>
<td>0.906</td>
<td>0.957</td>
<td>0.905</td>
<td>0.952</td>
<td>0.905</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>Country pair FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

* Exports in millions
Results indicate that the interaction of the natural logarithm of exchange rate volatility with a floating exchange rate regime continues to be significant. This demonstrates that the interaction term is still a significant determinant of exports regardless of an economic crisis occurring in the region.

**FIGURE 3. RCEP Exchange rate volatility (three-year moving average; 1996-2017)**

Source: Author’s computation from International Monetary Fund [2020].

5. **Summary and conclusion**

This study analyzes the effects of REER, exchange rate volatility, exchange rate misalignment, and a floating exchange rate regime on aggregate exports within the RCEP region for the years 1996 to 2017 (22 years). Through an augmented gravity model approach, this study contributes to the literature exploring the effects of exchange rate volatility on exports by including more exchange rate variables in the model and by employing interactions between exchange rate variables and monetary policy instruments.

Common gravity variables such as the economic size and geographic distance are found to be significant in affecting the aggregate exports of a country in the RCEP region. The GDP product significantly increases exports while the distance between countries significantly reduces aggregate exports. However, other common gravity variables such as contiguity, common colony, and common language were not significant in affecting aggregate exports in the region. These results are interpreted as indicative of high economic integration brought by previously established PTAs in the region. Shared languages, a common colonizer, and the presence of a common border in the region are no longer a significant advantage to exports.

Key estimations performed in this study show that a country’s REER ratio significantly reduces its aggregate exports and provides evidence of the aggregate export reducing effects of an appreciating currency relative to the country’s trading partners. The results also provide empirical support to the use of interaction
terms, as demonstrated by the derived negative effect of exchange rate volatility for countries under a floating exchange rate regime. Finally, the significant but minimal effect of exchange rate volatility estimated in the model is consistent with previous literature.

With this, exchange rates do affect the Big One as they play a hand in determining the level of exports traded within the region. This study also provides strong evidence of the significance of including monetary policy in the empirical analysis of trade policies such as economic integration initiatives. The particular case of the newly formalized RCEP agreement has the potential to re-energize trade in the region post-COVID, and to further prepare ASEAN for its venture towards more sophisticated FTAs in the future. As pointed out in this study, a country’s monetary policy decisions and regimes play a vital role in estimating gains from trade out of these partnerships.

For future work, this study recommends expanding the augmented gravity model to include more monetary policy variables such as existence of currency unions and inflation targeting policies. However, these variables can only be considered if more countries are included in the sample data. Because no country in the RCEP region practices the use of currency unions, this variable cannot be analyzed in this paper due to lacks in the variation of the observations. This recommendation thus entails expanding the scope to a global dataset.

The dataset can also be expanded to evaluate a country’s world export level on an aggregate and/or sectoral level. Expanding the dataset this way can explore the offsetting effect of FVA on significant export reducing variables such as REER and exchange rate volatility. Structural break dummy variables can also be explored to account for shocks in volatility levels caused by the Asian Financial Crisis.

It is also recommended to analyze the effects of the key variables in this study on other significant and dynamic sectors in the region such as rice and electronic products. The effects of exchange rate fluctuations vary for each product and conducting sectoral level analyses allow for a more nuanced study not afforded in aggregate-level analysis. Results of sectoral level studies can also allow researchers to compare the different levels of significance and magnitude of several key variables per sector or product. Thus, working on other disaggregated data makes the gravity model more efficient in analyzing the effects of independent variables on a country’s exports.

Lastly, it is also recommended to re-estimate the model when trade data after the signing of the RCEP are available. This would help determine whether the RCEP, as an FTA, has significantly improved bilateral trade both inside and outside of the region. Although several studies have modelled the theoretical trade creating effects of RCEP, a complementary empirical estimation is needed to provide evidence on RCEP’s trade creating effects.
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