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ON THE ABILITY OF ACCOUNTING
RATIOS TO PREDICT FAILURE OF PHILIPPINE
BUSINESS FIRMS

By Lina J. Valcarcel*

' Previous studies indicated that linear multiple discriminant analysis
(LMDA) of financial ratios can be used to predict company failure, A discrimi-
lnt function is derived from a set of financial ratios which, when transformed
Into Z-scores, characterize firms as failing or nonfailing based on a predetermined
ihulvuff point,

| This study sought to develop a prediction model for Philippine firms
lhaing LMDA on financial ratios. Twenty-six failing firms in the manufacturing
Welor were chosen from among the 1,000 top corporations of 1979. For lack
ul data on bankruptey, failure was defined as default in loan repayment between
1073 and 1981, A corresponding number of nonfailing firms were chosen from
|in same industry as the failing counterpart. Fourteen industries were repre-
wnted,

!

| Some 260 financial statements were examined and over 8,000 ratios were
/nmnputed for the 52 firms over a 5-year period. The ratios were subjected to
yarious statistical tests to determine which of them should be used in deriving
Itlw diseriminant function.

Among the thirteen LMDA models developed, the “best” predictor of
yompany failure consisted of four variables. These variables were Cash Flow/
I'l'nlal Liabilities, Net Income/Total Liabilities, Total Liabilities/Total Assets and
Hules/Total Assets. It had the highest percentage of correct prediction at Year 1
(#3%) and the narrowest range of overlap in Z-scores over the five-year period
lonted (.26 to — .23).

The uncertainty about a firm’s future points to a growing need
Jor more tools with which to anticipate problems, ward them off, or
Wolve them when they arise. This study aims to devise systematic and
[eliable tools for assessing the firm’s future. It is addressed to credit-
s, stockholders and management.

|

Nature of Company Failure

For a firm to continue to exist, two things are absolutely neces-
pury, namely: profitability and solvency. When one or both condi-
i,tiuns are missing, a firm may be considered a failure. In this study

*Professor of Accountancy, College of Business Administration, Univer-
Wly of the Philippines,
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company failure is operationalized to mean the inability of a (i
pay its principal and/or interest obligation. The reason for ado"
this loose definition was to obtain an early warning of impon
bankruptcy and probable liquidation. Company failure in it4gk
not the focus of interest. In fact, it is desirable that this eva

averted. The analyst’s concern is primarily to look for danger sl
which point to probable failure so that necessary actions mil
made to avoid costly mistakes. Financial ratio analysis in itself ¢
predict actions that may be undertaken by management to stay

liquidation. But studies have shown that these ratios do differ

tween failing and healthy firms. When these signals are interps
correctly and used properly, they may avert financial crisis.

exhibit signs which could give indications of illness. Predicting (
firm would fail, if symptoms of illness are found in it, does nok:
clude the prevention of failure with the proper adm1mstratlonu'
medial actions. It is therefore useful to find characteristics whigh
nificantly differentiate between failing and nonfailing firms it
use them as predictive tools. Thus, prediction is used here broadl
mean that a likely event would occur if no preventive measur&'
undertaken.

Use of Financial Accounting Data
In Predicting Financial Difficulties

Accounting data which are encapsulated in the basic fin
statements have been used extensively to diagnose the healz
firm. In the process of analyzing financial accounting ratios, ol
two probable events may appear: failure or nonfailure, How wi
accounting ratios aid in predicting failure of a firm? Which rafi
group of ratios, if there be any, can better predict this future

This study aims to investigate empirically the characteristi
failing and nonfailing firms in the Philippines and to develop ¢lii
cation and prediction models with. the aid of linear multiple d
minant analysis (LMDA) using accounting ratios as indep ond

variables.

ments dates back to the last half of the 19th century in the _
States. More recently, its usefulness in predicting company 1
has been proved by Beaver (1966), and Altman (1967), & ’:'
others. The present study applies multivariate techniques on {

accounting ratios to examine impending failure of Philippine
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W Lhe author’s knowledge, this is the first study of 1ts kind using
liln on Philippine business firms.

Prediction and Decision-Making

The “Report of the Committee on Accounting Theory Con-
liction and Verification” of the American Accounting Association
Il, 1971 Supplement) emphasized the need to contextualize pre-
ilion models within a decision process. Thus, the prediction model
jloped in this study forms part of a decision process. The varia-
s used are accounting ratios derived from the firm’s financial state-

ils. Ratios are examined simultaneously since the information
hlent of individual ratios is less informative than a group of ratios
lon together. The ratios chosen are shown in Table 1. They form
W bases of prediction model as viewed in Figure 1.

| 'The leverage variables determine the structure of the firm. They
fluence the activity variables which indicate the level of operation
e pursued by the firm, an indication of how the firm competes
‘the marketplace. The actmty variables are translated into pro-
' hility variables. The profitability variables bear upon the liquidity
tlubles which give information on the firm’s ability to meet its
Wncial obligations. The liquidity variables, in turn, influence future
vities of the firm. The variables interact with each other not only

The prediction model resulis in the classification of firms into
lilunlly exclusive groups: failure or nonfailure, If the model is ac-
Plable, then it is adopted for use in the decision model.

The model can be derived through a mathematical formula,
lich facilitates the classification of a firm into probable failure or
hable nonfailure. The accounting ratios (variables) are subjected
LMDA to develop prediction models. The models compute a Z-
yo for each firm which is used as a surrogate for the financial
\nlth” of the firm. Firm with Z-scores above 0 are said to be non-
lllng whereas those with scores below 0 are considered failing.

Linear Multiple Discriminant Analysis

Linear multiple discriminant analysis is a statistical tool used in
\ yzing multiple measurements using numerous variables consider-
'_ I combination. It assigns objects (firms) into groups on the basis
Iu et of characteristics (fmancxal ratios). For a more detailed dis-
lslon of LMDA the reader is referred to Cooley and Lohnes
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Table 1 -- List of Ratios

Liquidity

Current assets/Current liabilities
Cash/Current liabilities

Cash/Total assets

Quick assets/Current liabilities
Quick assets/Total assets

Current assets/Total assets

Net working capital/Total assets
Current liabilities/Total assets
Long-term liabilities/Current assets

Profitability

Net income/Sales

Net income/Total assets

Net income/Total liabilities
Earnings before interest and taxes/
Total assets

Total liabilities/Total assets

Net worth/Total liabilities

Net worth/Long-term liabilities
Net worth/Fixed assets
Long-term liabilities/Total assets
Retained earnings/Total assets

Sales/Cash

Sales/Account receivable -
Sales/Inventory

Sales/Quick assets

Sales/Current assets

Sales/Net working capital

Sales/Total assets

Cash flow/Sales

Cash flow/Total assets

Cash flow/Total liabilities

Cash/Fund expenditure for operations
Quick assets/Fund exp. for operations
Sales/Net worth
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(1962). It is used used here to classify firms into the failing
nonfailing group. If variables can be found which can accul
discriminate membership between a group of failing and a Jf
nonfailing firms, then those same variables can be used to i
firms with as yet unknown membership but with known char:"
tics. To test the accuracy of the discriminant function (mo' |
original set of failing and nonfailing firms is examined to soi
many firms are correctly classified by the model. i

The discriminant function follows the traditional llnear
cation equation of the form: '

Z= At VX

It is derived from the pooled within groups covariance i
and the centroids (mean vectors) for the discriminating variablo
resulting unstandardized classification coefficients are multipl
the raw variable values, summed together, and added to a consl
arrive at a discriminant score, as in the following equation:

Z_=A +V“ XIVI'QXQ oy S VEIIXR

where

Z : score on the discriminant function

A ! constant

] PAINIS weighting coefficient

B, il raw score on the discriminating variable.

This study used the SPSS computer program run on [BM
at the Computer Center of the University of the Philippines Sy

Methodology

The first step was to select a group of failing firms (CGirg
and another group of nonfailing firms (Group 2) based on aq f
definition of failure. A company was considered as failing in thi
it first defaults on its principal and/or interest obligation. Th:
year prior to failure is the last year financial statements wep
immediately before the year of default. These firms were idenl
through inquiries from different financial institutions becai‘ :
information was not available at the Securities and Exchang 10
mission (SEC). They belonged to the manufacturing sector whig
faulted on their loans during the period 1973-1981 and whog ;
cial statements for the last five years prior to default were av
These firms were featured among the SEC — Business Da;)li
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00 Corporations of 1979 except for two firms. These two, how-
Vor. also made it to the listing sometime during the period under
lily but were overrun by firms with higher sales.

To each failing firm, a counterpart nonfailing firm in the same
Wlustry was chosen. Fourteen, industries were represented. The ori-
|[ il plan of pairing off failing and nonfailing firms by asset size had

lyo abandoned because the sample would have been drastically
Wliced. The mean asset size one year prior to failure was T308.6
llion for failing firms and $221.1 million for nonfailing firms as
lywn in Table 2: for the same period, asset size ranged from P22
illion to 1 ,845 rmlllon This difference in asset size was not con-
flored detrlmental to the study. Horrigan (1965), Beaver (1966)
'1 :\li man (1967) have dlscovered that there was no s1gn1flcant rela-

Based on the above criteria, 26 failing and a corresponding num-
i of nonfailing firms were included in the original sample. Data
'} fo taken from the companies’ audited financial statements except
{ Lwo firms. The latter’s data were based on credit reports because
Noir audited financial statements could not be located. The state-
Wnls were adjusted according to a uniform format to facilitate
ulysis. For instance, the financial reports were made to adhere to
Wilorical costing. Therefore, revaluations of fixed assets were ad-
led to bring the value of assets to their historical costs and revalua-
B surplus was ignored. A total of 260 financial statements and
Wi 8,000 ratios were examined for 52 firms for five years.

Woice of Variables for the Discriminant Functions

I'inancial accounting ratios were then subjected to LMDA using
i 13M 370 of the UP Computer Center. Ratios of failing firms were
Wered first into the computer followed by the ratios of nonfailing
. To choose the optimal set of variables for the linear discrimi-
it models, several combinations of variables were tested. Initially
W whole set of variables was included in the function but this
wod to be unwieldy. The variables had to be subjected to statistic-
I.mus to determine which of them should be included in the func-
_u, One test for inclusion of variables was the t-test, a test for equali-
.lhl means. If the two-tailed probability for the null-hypothesis is

{han the present significance level alpha, « , then the null-hypo-
ulu of equality of means would be re]ected It means that the
Wibles come from different populations. They can therefore be
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used to discriminate between the two groups. Setting the o = ||
significant variables came out as shown in Table 3.

Table 3 — Significant Variables in the T-test

Variables Symbol T-Value
CF/TA Xig —3.47
CF'/TL X),n; _385
NI/TA X oy
NI/TL X3 —3.19
LTL/CA Xy 2.31
TL/TA Xia 2.08
NI/TL X =D
NW/FA X\ —2.31
S/TA e —2.03
LTL/TA X1 2.14

enough predictors. They were 1dent1f1ed here as Alternative M
1, 2 and 3 respectively, and are the only models discussed her |'
prechctlon results are explained. Validation tests for Model 1 '
sented, and its classificatory effectiveness is compared with d
models. Bayesian adjustments and cost of misclassifications ai

sidered before choosing the “best’” model.

tion, Wilks’ lambda (?\), chi-square (x? )and its mgmf;cancel -.:
the F-value. The eigenvalue measures the relative 1mportanc§l
discriminant function. It measures the total variance emstln i
descriminating variables. Therefore, the higher the eigenva:l,
more significant the function. The canonical correlation is a ni
of association between the single discriminant function and"
of (g—1) dummy variables which define the g group membdi|
It tells us how closely the function and the “group varlab '[-
related, which is another measure of the function’s ability tOI
minate among groups. The eigenvalué and its related canonid N
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slution denote the relative ability of the function to separate groups.
Jie higher the value, the greater the ability of the function to sepa-
Wle Lhe groups, i.e., the more significant the function is. Wilks’
imbda is an inverse measure of the discriminating power in the ori-
Iiinl variables which has not yet been removed by the discriminant
unclion. Lambda can be transformed into a chi-square statistic for
lost of significance. The corresponding significance level of the
Hka lambda and chi-square values indicate the probability of the
llodel occurring due to chance (Nie, 1975).

el 1

This model used data of Year 2 prior to failure in deriving the
jeriminant function. The variables used here were CF/TL, NI/TL,
'1,/TA, and S/TA. One of the 13 models tested showed the ratios
1'/I'L, and NI/TL to be significant discriminators. Would the model
improved with the inclusion of other variables also found to be
ool discriminators? To test this, another model was developed using
¢ lwo variables above with the addition to TL/TA and S/T'A ratios.
l‘lu- last two ranked first and second, respectively, in three of the
¢ years when ten ratios were subjected to STEPWISE discriminant
Minlysis in another model (Table 4).

Table 4 — Summary Results of Alternative 1

Year Prior to Failure From Which
Discriminant Function Was Derived

Vuriables 1 2 3 4 B
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This model performed well on data of Year 1 prior to f&l,
although it did not do as well on data of Year 2 as seen in Tab.
Despite an overall predictive power of only 75 per cent on ,.'=
data, it proved to be statistically significant with predictive acc [
of 79 per cent and 71 per cent for the failing and the nonfailing (il

respectively. The discriminant function of Model 1 is: (1

Z = 3.12958 X99 — 3,25829X;9 — 0.83000X;4 +0.1539
+0.32453

Model 2

significant. The performance of this alternative model is sho |
Table 7.

Validation Techniques

The classification results of the above models were not.eu,
grounds for determining the ‘‘best’” model. There is an inherent
in the choise of sample and of alternatives, hence it is necessal
validate the results.

Two validation procedures were used. One tested the model|
time. The other was to test the model on an entirely new grou
sample firms, the holdout sample. il

When Model 3 was tested on data of Years 1, 2, 3 and 5 iJ

e

very high prediction accuracy for failing firms but misclassifii)
large number of nonfailing firms. The overall accuracy ranged fj
71 per cent in Year 1 down to 69 per cent in Year 2, 64 per cal
Year 3 and zooming up to 74 per cent in Year 5. Failing firmhj _
correctly classified 91 per cent of the time in Years 1 and 5. It4]

diction accuracy, however, declined in Years 2 and 3.
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Model 2 yielded a relatively high prediction accuracy for fi
ing firms, more than for nonfailing firms. Prediction accuracy
failing firms was highest for Year 4 at 88 per cent but was down td
per cent in Year 2, up to 87 per cent in Year 3 and down ag
78 per cent in Year 5. The gradual decline in overall accuracy
79 per cent in Year 1 to 73 per cent in Year 5 is consistent with
argument that accuracy decreases the farther away the observalll

are from the year of failure. Table 6 shows the results of this iy
minant model.

75 per cent in Year 2, then up again to 78 per cent in Year 3
gradually deteriorated in the fourth and fifth years prior to failf
Failing firms were classified more accurately than nonfailing
ranging from 87 per cent in Year 1 to 65 per cent in Year 5.

consistently during the whole five years under study. The h
misclassification in Z-score ranged from .28 in Year 5 and -—4’ {
Year 4. This had an overriding influence in the choice of the '

The other validation test for Model 1 used a holdout san
Financial statements of failing and nonfailing firms for the;fi
1979 to 1982 were compiled, their relevant ratios calculated;
their Z-scores computed. This time the companies were not con
to manufacturing firms only. The validation test showed
encouraging results. The overall classificatory accuracy on
secondary sample was 80 per cent, compared with 75 peq
on the original sample. Again, the percentage of correct classifie
was higher for failing firms than for nonfailing firms. The |i|"
classified correctly 85 per cent of the failing firms which co 1l
favorably with the 79 per cent in the original sample. Also, the ::
outdid its performance on the original sample by ciassifying-fi
cent of the nonfailing firms correctly, compared with the 70 pey
on the original sample. Table 8 summarizes the result of the W

tion test on the secondary sample.

Based on the preceding tests, Model 1 was chosen as 1;1'1&[3h -
model. Its overall prediction accuracy was the highest among il
valid models at Year 1. Its test statistics showed stability and {f
criminating power was significant. Moreover, its range of overly
the least among the different models examined. This is usefu
fining a cut-off score for failing firms.
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|

Table 8 — Validation Results on Secondary Samples
(Selected Models) |

AlternativeNumber il

Failing Firms 4 3 2
Number of Firms: '
Correctly Classified 17 18 20 |
Incorrectly Classified 9 8 6 J
TOTAL 26 26 26
Percentage of Firms:
Correct Classified 65.4% 69.2% 76.9%
Incorrectly Classified 34.6 30.8 23.1 :
TOTAL 1000 1000 1000 10K

Nonfailing Firms ti|
Number of Firms:

Correctly Classified 14 12 14 I
Incorrectly Classified 7 9 5 i
TOTAL 21 21 21 '
Percentage of Firms: l
Correctly Classified 66.7% 57.1% T76.2%: {1
Incorrectly Classified 33.3 42.8 23.8

TOTAL 1000 1000  100.0 ~ 10f

Comparison of LMDA Model with Chance Models |

fy firms into the failing and nonfailing groups. Thus, Model lh Y
compared with other classification techniques to see how well (i
LMDA model compared with other classification systems. Joy!
Tollefson (1975) proposed chance classification models as stand_
of comparison, namely:
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0 Measures of total efficiency
1. Maximum chance model
2. Proportional chance model
0 Measures of conditional efficiency
. 1. Northwest cells or group 1
| 2. Southeast cells or group 2

| For purposes of comparison the classification matrix of Model
] | is presented in Table 9.

Table 9 — Classification Matrix

Actual Group

Membership Classified Group Membership
TN S OO i

Group 1 Group 2 Total
20 3 23
5 20 25
25 | 23 48

The maximum chance model assigns all observations to the
lirgest group, the group of nonfailing firms. The probability of
lorrect classification by chance is the frequency of Group 2 occur-
once which would be 52.1 per cent using data of Model 1. The pro-
portional chance model assigns firms to the groups with probability

While total efficiency is the best measure of the discriminant
linction’s effectiveness, there are instances where the analysis of
dividual groups is warranted as when the cost of Type 1 error far
ceeds the cost of Type II error. Type I error occurs when a failing
: fm is erroneously classified as nonfailing while Type II error is
hen a nonfailing firm is classified as failing. The conditional effi-
loncy measures using Model 1 data are 80.0 per cent for Group
and  86.9 per cent for Group 2. Again, these are better than the
fonditional chance models which give the corresponding values of
.'?.9 per cent and 52.1 per cent, respectively.
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Bayesian Adjustment

The preceding analysis assumes that the sample group frequens
cies are equal to the prior probabilities. In the failure-nonfailure pris
diction study, this condition may not hold as the number of firmy
that fail in the real world is usually smaller than those which remaif
healthy. If the sample group frequencies are very different from t
a priori probabilities of group membership, then predictive inferencel

based upon such classification may be misleading.

It is difficult to determine the prior probability of the fir
which fail in the Philippines as elsewhere. But for the sake of arg\
ment, we will assume a 5 per cent failure rate. '

Using the prior .05 for failing firms and .95 for nonfailing firmi
Model 1 was run again in the computer. The resulting classificatiol
accuracy for the nonfailing group improved to 100 per cent wheread
the classification accuracy of the failing group deteriorated to 'g
per cent, or a 54 per cent classification efficiency. There is a tradg:
off in considering prior probabilities with a bias to the nonfailin|
group classification. This trade-off is to be compared with the col
of Type 1 error. Is it better to have a lower Type II error at
expense of a Type I error? Since it is assumed that the Type I error
is more costly, i.e., it is more expensive to misclassify a failing firm
than to misclassify a nonfailing firm, the trade-off is not consider‘_f |
satisfactory. The cost of misclassification has to be accounted for,
As suggested by Joy & Tollefson (1975), it is possible to approxs
imate misclassification costs even when the cost of misclassificatiol
is not actually known, by using the Bayesian approach. Following
their formula, the comparative costs of the different models using
data of Model 1 were computed.

C(LMDA) = (.05) (.13)Cy4 + (.95) (.20)Ca;
C(PROP) = (.05) (.95)C;5 + (0.05) (0.95)Ca;
C(MAX) = .05C5
where:
prior probability of being classified as failing = .05
prior probability of being classified as nonfailing = .98
Type I error = .13
Type II error = .20
Cj2 = cost of Type I error
Cy; = cost of Type II error
C(LMDA) = cost of LMDA model
C(PROP) = cost of proportional chance model
C(MAX) = cost of maximum chance model
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Solving the equation, it can be seen that the LMDA model is less
costly than the the proportional chance model if and only if ;4 >
3.47Cy;, that is the cost of misclassifying a failing firm is more than
about 3.5 times the cost of misclassifying a nonfailing firm, The
LMDA model is better than the C(MAX) model if and only if Cqq
> 4,37Cq;, that is, the cost of misclassifying a failing firm is more
than about 4.4 times the cost of misclassifying a nonfailing firm.
It seems safe to assume that the cost of granting a loan to a failing
firm is more than four times the cost of granting a loan to a non-
[ailing firm, considering the overhead costs involved plus the trouble
and the time lost in going after bankrupt borrowers. It is therefore
concluded that using the LMDA is superior to the use of the chance
models.

Use of Alternative Models

It was suggested earlier that in case of uncertainty, the two
other models can also be used. Model 3 may be used as a supple-
mentary test if the cost of Type 1 error is to be minimized since it
best predicted the failing firms. Model 2 also promises to be a useful
model. If the different models classify a firm consistently either as
failing or nonfailing, then one can rely more on the result of the
lest.

Potential Bias

A study like this one is bound to have biases. First of all, a sam-
pling bias existed in the choice of the original sample. The process

- of selection of firms relied heavily on financial institutions to pin-

point the failing firms. Once identified, one can be sure they are
properly classified. This is not so for nonfailing firms. There was no
guarantee that the sample firms chosen as nonfailing were in fact so.
It may be that, among the financial institutions surveyed, a firm had
no bad account but may have overdue accounts in other financial
institutions not interviewed for it is not uncommon for firms to
horrow from one financial intermediary to pay off loans in other
institutions. There was, however, no way of getting around this
constraint as there was no master list of firms with overdue accounts.
This seems to be implied by the result of the study where some
firms in the nonfailing list were consistently misclassified as failing.
The observation is particularly true with firms in the textile industry.
As listed in Table 10, most of these textile firms in the nonfailing
list were misclassified by one or more models, a possible indication
that the sample firms were misclassified in the first place and that the
models were in fact effective in correctly classifying the firms. If this
were so, then the models are even more efficient than they appear.
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The second kind of bias was the search bias. This is inherent in
nny empirical study and enters in the choice of variables in the pro-
cess of reducing the size of the original set of variables. While a sub-
uet of variables is effective on the original sample, there is no abso-
lute certainty that it would be just as powerful for the population
in general. The above deficiencies would lead to an upward bias —
rejecting the hypothesis of equality of group means more often than
s actually the case.

Analysis of Ratio Trends

To get an insight into the behavior of the discriminant func-
| fions, it may be useful at this point to examine the trend of some
related ratios used in the discriminant analysis. This may help explain
llw performance of the discriminant models.

An examination of selected ratios of both failing and nonfailing
firms revealed a general deterioration during the five years under
gludy. This could be due to the then prevailing business environ-
ment characterized by economic uncertainty due to the change in
‘the political system coupled with oil price increases which adverse-
ly affected the total economy causing dislocation in many firms,
hoth the healthy and the not-so-healthy. The healthy firms may have
fjurvived the eeconomic shocks but these difficulties were nevertheless
feflected in their financial statements as shown in the ratio trends.

Figure 3 shows that the total resources of failing firms exceed-
ud that of nonfailing firms. But in failing firms these resources were
mostly funded by borrowings. Furthermore, the failing firms were
less efficient in resource utilization than their nonfailing counter-
part. The nonfailing firms were able to generate more sales per peso
0f asset invested. Furthermore, the profitability ratios (NI/S) of the
nonfailing firms were higher than those of the failing firms. This put
Ahe latter at a disadvantage vis-a-vis the nonfailing firms. The above
sltuation is highlighted in Figure 4,

One possible explanation for the above situation is the follow-
Ing: In 1975, the firms were expanding as a response to the numer-
ius incentives offered by the government. Some erstwhile healthy
firms rushed into the expansion program financed by borrowings.
Anfortunately, since sales did not keep pace with expansion of
Msets they were saddled with obligations they could not service for
lick of funds. The problem was compounded where firms had for-
wipn loans because the value of the peso vis-a-vis the dollar kept de-
preciating. Those firms which were highly leveraged had nothing to
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Figure 3 — Trend of Means of Total Assets, Total Llabllltles
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Figure 4 — Net Income to Sales Trend
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fall back on and were more adversely affected by this event '
those with high capital base. This could have led to the default. ”

compared with those of failing firms as shown in Figure 5. The ¥
TA ratio proved to be significant. This ratio may have been a deeil i
factor between stccess and failure. A firm which was highly le
aged would be in a precanous situation when business cond:tlonm
tight. The trend of this ratio is shown in Figure 6. The NI/TL
of nonfailing and failing firms showed a wide gap (Figure 7). As §
ratio measures the amount of income available to creditors, ones
see how poorly served the creditors of failing firms were during
period under study. This ratio was found to be a good discrimin
between failure and nonfailure. When four ratios were subjected |
discriminant analysis, only this ratio and CF/T'L qualified for ing|
sion in the discriminant function. '

The CF/TL represents the amount of cash expended for evi
peso of liability and is a direct test of the debt paying ability 01
firm. As Figure 8 shows, the ratios of failing firms were very m
lower than those of nonfailing firms. '

Figure 5 — Long-Term Liabilities to Total Assets Trend
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Limitations of the Study

If the original sample firms were clearly distinguished belwWe
bankrupt and nonbankrupt firms, the resulting model would
bably have been better able to classify the firms correctly. This |
probably the reason why the classification model developad I
Altman (1967) was highly successful because his sample firms
very distinct from one another. Given good data which give ¥
defined characteristics, it is possible to develop a function W
could classify the two groups more accurately. |

One limitation is that the predictor variables as well as ¢og
cients change over time since the economic environment is NONM
tionary. Variables which are good predictors in Year 1 may no lon
be good predictors in Year 10. However, it is posited that th
a relevant range of time where a set of variables and their cof
cients can be used.

To make the model more responsive to the needs of individy
users, like finance companies, it is suggested that the behavior
some selected variables of client firms be monitored and new mol
developed as conditions change. il

One drawback of the model is that the variables used
purely financial in nature. Yet we know that there are many ol
factors affecting the variability of a firm: management, govern il
policies, and the general economic condition, among others. N
financial variables, however, are difficult to quantify and therefo
difficult to input into the model.

Finally, the lack of adequate financial information was a l:ii,gI ]
back. Results would probably have improved with a larger samiji
size. The difficulty in getting financial information makes the mog
more expensive. However, financial institutions can solve this
lem by using in-house data, i.e., financial information available frdl
tlieir clients.

Applications of the Discriminant Models
The multiple discriminant models can be used in evaluating 0k

applications, in making investment decisions, and in making deciglol
internal to the firm.
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Lvaluation of Loan Applications

A simple classification rule is presented here which could help
credit analysts assess the credit worthiness of a firm.

A look at Figure 2 shows the degree of overlap in Z-scores, or
- the amount of misclassification. The degree of overlap is narrow over
Lhe five-year period. This allows one to estimate cut-off Z-scores
| beyond which one can say with confidence that the firm is either
failing or nonfailing. The range of overlap for the five years com-
' bined is between —.26 and .23. It can be said with some degree of
confidence that firms with Z-scores greater than .23 are nonfailing
firms whereas firms with Z-scores below —.26 are failing firms. Those
- which lie between —.26 and .23 inclusive, are in the “‘gray area” and
- need further analysis to determine the eventual status of the firm.
|
J This classification rule is easy to apply and does not require
gophisticated instruments in its implementation. It can be used in
tonjunction with other evaluation techniques.

The Z-score not only gives information on whether the firm is
failing or nonfailing, but it also gives one an insight into how good or
how bad the firm in question is. If the Z-score is high, the analyst
can be relatively sure the firm is all right financially. But if the Z-
fcore is low or negative, the analyst may have to go into other types

0f credit evaluation to make a decision on whether to recommend
 granting a loan.

It may be useful to cite an example from the sample data of
how the Z-score can be used in credit evaluation. One company
which was mentioned in the newspaper (Daily Express, 3.12.81:10)
15 distressed was Philippine Blooming Mills (PBM). A look at its
7-scores over the five years bears out its deteriorating condition as
shown by the following table.

[ Philippine Blooming Mills: Selected Data

' Year Prior to Failure Z-score CA/CL TL/TA
5] B 75 1.33 .55
4 —.0156 1.18 .68
3 ==1:37 110 .76
2 -, 248 1.07 .81
1 —.315 1.00 .84
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The Z-scores clearly indicated that financial problems were piling
up for PBM. If only the current ratio one year prior to failure w il
considered, one would still find the company viable, although
closer look at the TL/TA ratio points to a very high leverage. 'T'li
TL/TA ratio shows how debt/asset profile increased from 55 per ¢ 1)
to 84 per cent one year prior to failure. During these five years unt
study, its net income/sales ratio was consistently positive althoug
rather low. Its earnings before interest and taxes fluctuated betwel
7 per cent five years prior to failure and 9 per cent one year prio |
failure, Yet in general, the company was in serious financial troul
If one looked only at univariate ratios, one could say that the fii
was not doing too badly, when in fact it was in a dangerous situati

It must be emphasized, however, that the discriminant mods
should not be used as the only basis for granting loans. There
other important factors to consider which are not captured by Hi
model, such as management capability, securities offered on the loi
and term of the loan, among others. The discriminant Z-score can |
used only as a guide in minimizing the cost of investigation of 10|
applicants. Less effort should be spent on firms with very high i
very low Z-scores. Only those belonging to the ‘“gray area’ w(
call for a more thorough investigation. This method is especiil
helpful in evaluating short-term loans where normal credit W
evaluation process is costly relative to the size of the loan. The ¢
criminant model provides a relatively cheap and handy tool in o

evaluation.

Inherent in the discriminant analysis is the chance of miscli
fication. It is assumed here that granting a loan to a firm which e i
tually fails is more expensive for the lending institution than denyl
a loan to a firm which can meet its obligation. The cost associal
with a Type I error is the loss of interest and/or principal on the !'-=

less whatever is recovered in the form of collaterals. i ;

Misclassifying a failed firm also involves opportunity costd
lost income represented by that income which could have es l
on alternative investments. Another cost is the loss of a prospechl
customer. il

On the other hand, the cost of the Type II error is represel
by the interest income on the loan not granted. This is true {
alternative investraent is found. If there is, then the loss is the (
ferential between that interest on the loan not granted and the
terest on the loan which was actually granted. Also, there is a logi
customer if a creditworthy customer is turned down. I
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In the final analysis it is better to commit a Type II error than

commit a Type I error because of the repercussions involved. And

. this implies that, in case of doubt, it is beneficial to use other models

suggested here, especially Model 3 as it has the ability to predict

more accurately the percentage of failing firms and tends to mini-
mize the Type I error,

Investment Evaluation :

In these times of uncertainty it is important to make correct
investment decisions in order to minimize losses. The investor group
may find an efficient predictor of financial difficulties a valuable
means for screening out undesirable investments which could be used
with other evaluation techniques. Conversely, the investee group
may also have recourse to the discriminant model Z-score in bargain-

Ing for the right price. Both groups would have a sound basis for
making a decision.

Another potential use to the present investor of a failing firm is
lo be able to determine when to unload one’s investment. It was
shown that as failure approached, the Z-score deteriorated. A keen
Investor would use these Z-scores to help him unload on time, i.e.,
lo sell his investment at a reasonable price. Altman (1967) found out
lhat the price of bankrupt firms declined as the firms approached
bankruptcy. If an investor is able to monitor his investment port-
| folio with the aid of Z-scores, he may find the effort rewarding.

Internal Management Use

The discriminant model can also be used for internal manage-
ment purposes. It could help management assess its problems early
tnough and do something about it. The Z-score could indicate danger
mignals to the officers of the firm and they could work out solutions
[0 avert the impending financial crisis. This may come in the form of
\dditional capitalization, additional borrowing, mergers or consoli-
tlations.

If the problem is additional capitalization, this can be fore-
tnsted early enough and the necessary solution undertaken. If the
problem can be solved by additional borrowing, then planning such
horrowing in advance would result in cheaper loans and favorable
lerms. If the solution calls for reorganization, then the best possible
Wway .of doing this can be implemented with the minimum loss to the
Jiresent investors. If merger is to be undertaken, present stockholders
nd creditors may be in a better bargaining position if merger nego-
fhiutions are done early enough instead of doing it when the firm is
lip for liquidation. More losses can be averted if the ailing firm is
Winlvaged on time.
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Some benefits which accrue to the timely rescue of a distre

firm include the preservation of assets, the avoidance of loss of J0
in the distressed firm (which is very important in periods of hi
unemployment) and “face-saving” for executives and major st
holders of the distressed company. Moreover, the loss to prof;
stockholders and creditors is minimized if the firm is salvaged
time.

Conclusion and Recommendation

In summary, it may be said that there are indeed real adVi
* tages in using the discriminant model in predicting company fal
or nonfailure and the cost of developing such a model is comii
surate with the benefits derived from using it.

Since the importance of having tools with which to assl
firm’s future is found very useful it is hoped that more researciy
this area be undertaken.
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