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Abhstract

This note shows the direct comparability of the beta coefficients
of ordinary scalar variashles and of classificatory wector wariables.
Accordingly, even when both kinds of variables appear in a regression
equarion, their relative contributions to tha variation of the

regresgand can be ranked by their beta squares.



Pelative Contributions of Mixzed Variables to
the Variztion of 4 Fegreszand

J. Encarpaciinm

Congider a regress’on equation whose repgressions include claszsi-
ficatory as well as ordinery scalar verdables. A classificatory
variable is essentially & vector that has as many components as there
are different (mutwally exclusive and exhaustive} categories in the

:lassification. For example, one migh: estimate a regression eguation

L

that explains eaployees' salaries in terms of length of service (a scalar),
ocoupation {& classificatory wvariable). ete. One might then want to
estimate the relative conTributions of the explanatory variables to the
variarion of the dependent wariable. FHandling thi=s problem by beta
coafficient: is well known when the explanatory variables are all of one
kind, either all sealar or all elassificatory. There seems, however,
to.be no cornvenient referance that dizcusses this mé:ter when the
explanatery variables are mixed, i.e. when they include both kimds.

This exposi- sy note migh : therefore he of some use.
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for any given individual' i, x . = 1 if 1 iz in-category ki B
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Suppoze it is appropriate To explain ¥ 1in terms of x, z, u
and w by means of a regressicn equation, where = is another
clasgificatory variable (zﬂ, Tys wens zJj while u and v are real
variablez. (Dizcussion of more than two variables of either kind would

be straightforward.) We calculate
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where the aﬁ, b?, p and q are the regressicn coefficjents and ' is

the pradicted  w. &= uszual, overbars demote means. Hote that X and

EG greocmitted in {1} in order to have determinate coafficients

{Suits 1957).

We want to express (1) in the form
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Where KG and Eﬂ are included, and the 2, arnd hj measure the

effacts on an individual's vy resulting firom ite belonging to k of

= and to J of =, Trespectively. It iz to'be noted that tha: &

o
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and bj, which might be called category effects (Encarnacifn 1975), are

measured from ¥. For suppoge that for an individual i, i T T o

a particular k and Zas T 1 for a particnlar 3. Then

FLEA 1 bj +plu. - i) + alw. - ¥}

so that a - and Lj are gimply added on to ¥.




From least squares properties, using (1),
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But ¢ is also the predicted ¥ for an individual satisfying Ky = i o

£ = cu=tn and v =ow.  Thepefore
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Further, if an individual satisfies x = 1 (e # 03, 2, =1, u= T

w = %, the predicted y is c + a®. Since we already know from
o 8

(3)-(5) that
(6) ei=F +a;* by

we have c + ag =¥ t+ {uD + ai] + b, =0 that
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The b. are similarly determined.

Substituting (&) in (1),
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But 1 - Ei ®o= Xy A o — EE zj =z hence (2.
We note for later reference that Ek = nh.j”' whera nk_ iz tha

number of individuals for which HLi =1 and n iz the total mumber of

individuals. Also, 8s one might expect,
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i.e. the mean EE 2, % = 0 {in the zame way that the mean plu - 1),
say, iz gerc). For, miltiplying (7)Y by B aumning both sides and then

adding n, &, to the resuliz,
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which, in wiew of {4}, gives {(4]).
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The motivation for caleulating the partial beta coefficients of
standard multiple regression is To be able to compara the relative
contributions of the explanatory (scalar) variables to the variation of
the dependent variable (see, =.g., Efekiel and Fox 13953, p.FEQE}:
Accordingly, the variables are standardized to zero means and unit
variances, so that their beta coefficients become directly comparable.
Similarly, the beta coefficients discussed by Morgan et al. (1962) perform

the same function in the case of classificatory variables. Our problem




15 to see whether all the beta coefficients in a regression with mixed

variables are directly comparable.

Write
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which is to be equivalent to (ef. (2))
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which is the textbook definition of a partial beta coefficient, similarly
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from Morgan et al. (1%962), and the functions filx) and pg(z) are
implicitly defined by the equivalence of {10) and (11) and the defini-
tiong of theé B's. It 1= clear that if .; > Ei, u contribotes uore
than does v to the explanaticn of vy wariation. Our object is to
show that £(x), =ay, standardizes x  essentially in the same way that

{u - ﬁ}fsu standardizes 1, =so that all the beta coefficients are then

directly comparable.
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From (10}, €(11) amd (33), for individuwal i,

Ei’ﬂ % et
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Gpp 22 3, /m = 1177
from which
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corresponds precisely to {15), the only difference being that while one

can factor out p2 in (18}, which of course does not affect the ratie,
k

it is not possible to factor ouk Ea ai in (15), which pertains To a

vector. The key observation is that x being a classificatory variable,

¥ ==
" ia mE T LTS -
Ehsg a x . is the analcgu=s of p[ui 1) and both have Zero medn

This eompletes our task, and all the beta squares may then bea
rarked to indicate the relative contributions of their corresponding

wvariables to the explanatien of y wvariaticn.
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