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ON MEASURTNG THE RELATIVE CONTRIBUTIONS OF
SEVERAL CLASSIFICATORY VARIABLES IN THE EXPLANATION
OF A DEPENDENT VARIARLE

by J. Encarnacion

Consider the explanation of a variable y (the logarithm of
income for example) in terms of'two classificatory variables A and B,
A could be, say, an industrial sector classification with different
categories such as manufacturing, agriculture, etc. Fach classification
consists of categories which are exhaustive and mutually exclusive, and
we wish to explain an individual’s y as a result of his belonging to
some category of A and some category of B, ¥e also want to estimate
the relative contfibutions of those variables to the explanation of vy
variation. The é%rpose of this note is to make more explicit the
treatment of theéé matters by Suits (1957), Morgan et al. (1962} and

&

z
Oey (1972). It ¥ill be apparent how the discussion would proceed if

-

there were thred ot more classificatory variables,
bed

Let the categories of A be indexed by k (k = 0, I, ..., X),
those of B by j (=0, 1, ..., J); and let j,zrkj-i be the ith

observation im the (k, j)~cell, i =1, seoy There are n

nkj s

observations, so

Write

e
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for the number of observations in the kth category of A; similarly,

The mean y 1in category k of A is given by

_ s

J
Y, = Yiss/
k. jgo 121 ki1 k.

and for the mean y we write Jy.

Let
#

{:1 if an observation belongs to k of A
p otherwise

"

-

and define z b 4milarly. With these dummy variables we can calculate

a regression equftion
- s

v - ] ¥ T
1) vy c + a;%y + ... + agxy, + blz1 + ... + szJ

NMote that the variables X, and z, are omitted from the regression
in order to get determinate estimates of the coefficients; see Suits
(1957). (Cf. the fact that a sex classification has two categories -
male and female - but only one dummy variable would be included in a
regression equation, i.e. one durmy variable is omitted.) TFor a given
individual, at most one of the X, k=1, ..., X, and 2t most one
of the zj, j=1, ..., J, can be nonzero. Eq. (1) thus shows y',

the predicted y, to depend on an individual's membership in the

different categories of A and of B,
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We wish to write (1) in the form

I —
2) y 'y +a +b,
where k=0, 1, ..., K and ‘j =0,1, ..., J. Then a, would measure .
the effect on y resulting from belonging to category k of A, which

effect is measured from y. Similarly for b, in regard to j of B.

3

In order to get the a from least squares regression properties

k’

we know that in (1),

c = y - Z a z b z
1x“1J
F _ K
» = y-7 ayn, /n - z b n /n '
i b
But c¢ 1s the prdicted y when one belongs to category O of A
(in which case 1.5 eee =X = 0) and 0 of 3. Trom this it

f 4
follows that * ‘

K
(3) _ a, = -% ainkoxn
b =—an/n

On the other hand, if one belongs to category k (k =1, ..., K) of A

and 0 of B, the predicted y is c + a;

k" Accordingly we have

4) a, = ay+a k=1, ..., K)
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Egqs. (3) and (4) thus determine the a and a similar procedure given

the b_.
e g

Multiplying (4) by n o, sumning both sides and then adding

n, a, to the results, one gets

'
~

K ‘ K
Lo 3y = mag L 3

which, in view of (3), implies that the weighted sum of the ay, is
zero:
o K
(5) 3 (Z) akn.k./n =0
In order n? to get (2) from (1), write
- £ . _ , K SN |
& 1 I v v
:y y+ao+b0+§_akxk+§bjzj
K J

= y+ao+}?0+§(ak—ao)xk+§(bj—bo)zj

¥ ¥ 7
= y+a0(1-]Z.Kk)+%akxk+bo(1—§zj)+

1
o
N

33

K
But 1 - Z X = X, and similarly for the other set of dummy variables,
1 - : .
and we obtain (2). Hence (1) and (2) yield identical predicted values

(and therefore identical error terms).
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(6) | f B, = L ,

Define a new variaBle

% = - -
Yiyi Vg1 T % T Py

by rembving from each observation the effects of the classificatory

variables as calculated. Then
y -y = y-y
becomes a measure of the'upexplained error.

The beta coefficients discussed by lforgan et al. serve to measure
the relative contributions of the classificatory variables to the

explanation of y #ariation:

s
y

vhere Sy is the standard deviation of y. Similarly

J ’
(] a b2r@ -1’2
§=0 373

8

y

1f, say, BA > SB’ that would indicate that more of the variation in

y 1is due to the classificatory variable A. As “forgan et al. point

out, these coefficients are analogous to the partial beta coefficiante

of standard multiple regression.
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Following Oey (1972), an approximate F-test could be used to test

the significance of a classificatory variable in explaining vy. For

from (2), i

a7 kit T Vigr TV " % - Py T YT

' 2;2
where e 1is the error term, and under certain assumptions, (n - l)se/q
would be a chi-square variable with n-K-J - 1 degrees of freedom.

Accordingly in the case of A,

K 2
Loy 3K
8) F, = k=0
( A K J nk
P -2
..Z 2“2 Oy - D=k -5 - 1)
2 k=0 3 =

If the sum of sqfares in the numerator is small relative to that of the

denominator, th

5

e .,{.W o

would indicate that the use of A does not add much

to the explanation of vy.

Finally, we consider the interesting (but false) conjecture that

2 2, 2
R = B, + 8%

where RZ = 1 - sifss is the coefficient of determination given by

(1). One might argue in the following way. We have

€)) Yjgi Y = o+ bj + (ykj -y -a - bj) + (ykji - ykj)'

where §£1 is the mean y in the (k, j)-cell,
N,

so that referring to
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i.e. the error term is the sum of two differences: between the cell mean
and the predicted value given by (1) or (2), and between the actual vy

and the cell mean. From (9),

-2 — -

- 2

Suppose cross—ﬁrqduct terms on the right-hand side all vanish. Then

1Y v - 92

Kji

I3 = + 111 v)

+

Fi

% — - 2 - 2

i ZZZ(ykJ“ y -3 - by) + 1)) G = Ny)”
in which c¢ase }

0

2 2 2 2
(n - l)s , (n - l)sa (n - 1)sb (n - l)sp (n - 1)sq

[

*) ) 7t 5t 7 ¥ 2
g o g o] (o}
y y y v y

2 2 2 — - 2,
where s = E nk‘akf(n - 1), s, = ) (ykj -y -a - bj) fn-1),

etc. Assuming that y dis normally distributed, it is known that
(n - l)s2 o; is a chi-square variable with n - 1 degrees of freadom,
so that the terms on the right-hand side of (*) must then be independent

chi-square variables whose degrzes of freedom add up to n - 1. That is,

‘ 2 2 2 2 2
K%k = .
(**%) Xyou-1 = Xa, T Xp,0 F Xp ks * Xq,n-ki-g-3-1
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One could then get the F-statistic (8) by adding, in view of (18), the
degrees of freedom in the last two terms of (**). In other words, e

would also be chi-squafe with n - X~ J -1 degrees of freedon, and

(k) 2 = +

Then from (*) and (***) one has

2 2 2
Sa Sb. Se
1=—7+'——2'+——2‘
s s s
y y y
s2
. _ L2 2 e
F = Byt Byt
s
; oy
o} -
y which says that 3’ 1s the sum of the st. This statement is wrong,
k‘ however, as the gross-product terms on the right—hand side of (11) do

2 £
: not all vanish. {For instance,

Uboy Gy =y -a=bp) = Lan 5 -V In s

K k
2 »
B g e 2~ LD ah

The second and fourth terms on the right-hand side are easily seen to

vanish, but

\

2

) "“k“kik. - lme = g am Oy - )
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is zero only if ;? -a 1is a cbnstant, as would be the case if

k
a, = Vi - y. The last clearly does not hold in general, however.
If it did, the calculated a, would not change as one adds more

classificatory variables in the explanation of ¥s Hut in fact the

ak-which derive frén the regression coefficients of (1)- would change

as we add more variables in the specification.

The author is indebted to Professor Lydia H. Flores, of the
University of the Philippines Department of Kathematics, for very

helpful discussions on the subject of this note.
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